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Abstract

This document describes the radiation environments, palysiechanisms, and test philosophies that underpin
the radiation hardness assurance test methodologiesnprdse Parts A and B. The natural space radiation envi-
ronment is presented, including the contributions of badippped and transient particles. The effects of shielding on
radiation environments are briefly discussed. Laboratadjation sources used to simulate radiation environmeats a
covered, including how to choose appropriate sources tagr@nvironments of interest. The fundamental interactions
of radiation with materials via direct and indirect ionipat are summarized. Some general test considerations are
covered, followed by in-depth discussions of physical naeitms and issues for total dose and single-event effects
testing. The purpose of this document is to describe why éle grotocols we use are constructed the way they
are. In other words, to answer the question: “Why do we tettat way?”

I. NATURAL SPACE RADIATION ENVIRONMENT

Microelectronic devices and integrated circuits (ICs) banexposed to a wide range of radiation environments.
The types of particles, their energies, fluxes, and fluenmettal dose) can vary considerably among the different
radiation environments that electronics devices can besegto. These differences can lead to large variations in
radiation-induced degradation. Moreover, devices thag besusceptible to radiation-induced degradation in one
radiation environment may be robust in other radiation mrnents. The first step toward developing hardness
assurance tests for a given radiation environment is tamé@te the nature of particles that electronic devices can
be exposed to. In this section, we present an overview of &terally-occurring space radiation environment.

The concentrations and types of particles in the naturatespavironment vary significantly with altitude, angle
of inclination, recent solar activity, and amount of spaaéicshielding. As such, it is nearly impossible to define a
"typical’ space environment. Particles present in theléaratural space radiation environment include 1) pasicl
trapped by the earth’s magnetic field (primarily electrond protons), 2) galactic cosmic rays, and 3) solar cosmic
rays. In this section, some of the general properties of #taral space environment are presented.

A. Particles Trapped by the Earth’s Magnetic Field

The earth’'s magnetic field creates a geomagnetic cavity knasvthe magnetosphere [1]. The magnetic field
lines trap low-energy charged particles. These trappetitfea consist primarily of electrons and protons, althoug
some heavy ions are also trapped. The trapped particlesegypirally around the magnetic field lines and are
reflected back and forth between the poles where the fieldearined. The motion of the trapped patrticles is
illustrated in Figure 1 [1]. As charged particles gyratengidhe magnetic field lines, they also drift around the
earth with electrons drifting in an easterly direction anmdtpns drifting in a westerly direction. The motion of
charged particles forms bands (or domains) of electronspaatbns around the earth and form the earth’s two
primary radiation belts.
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Energy’s National Nuclear Security Administration undesn@act DE-AC04-94AL85000.

The authors are with Sandia National Laboratories, Albugues NM 87185 USA (email: schwanjr@sandia.gov, shaneysar@ia.gov,
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Fig. 1. Motion of trapped particles in the earth’s magnehesp. (After Ref. [1])
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Fig. 2. Boundaries of the domains for solar flare and trappetbps and outer and inner zone electrons. (After Ref. [1])

The boundaries of the domains at the equator are illustiatéggure 2 [1]. Distances are specified in earth radii
(one earth radius is equal to 6380 km) referenced to the cehtthe earth, i.e., one earth radius is at the earth’s
surface. Because of variations in the magnetic field lineth Vatitude, the boundaries of the radiation belts vary
with latitude (angle of inclination). Most satellites arpevated in near-earth orbits at altitudes between about 1.2
and 10 earth radii. Geosynchronous orbit (GEO) is at arudkitof approximately 35,800 km, corresponding to
approximately 6.6 earth radii. The domains can be divided five regions. The trapped proton distribution exists
primarily in regions one and two that extend from slightlyoab 1 earth radius to 3.8 earth radii (purple bar in
Figure 2). The distribution of proton flux as a function of mnyeand radial distance is given in Figure 3 [[flux
is the rate at which particles impinge upon a unit surfaceaark is normally given in units of particles/éns.
The time integral of flux is fluence. Thus, fluence is equal ¢otdial number of particles that impinge upon a
unit surface area and it is normally given in units of pantisicrd.] Trapped protons in the earth’s magnetosphere
can have energies as high as 500 MeV [1]. Note that the adtitadresponding to the peak in flux decreases with
proton energy. Protons with energies greater than 10 MeMmapiiy occupy regions one and two below 3.8 earth
radii [1]. Typical spacecraft shielding attenuates prstaith energies below 10 MeV [2]. Thus, the predominantly
low-energy trapped protons present above 3.8 earth raglinarmally ineffective in producing radiation-induced
damage. For proton energies greater than 30 MeV, the higinetin flux occurs at about 1.5 earth radii. Protons
originating from solar flares (discussed below) are prepestiominantly in regions four and five (Figure 2) and
extend from~5 earth radii to beyond 14 earth radii.
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Fig. 3. Distribution of proton flux as a function of energy aradlial distance. (After Ref. [1])

Above the Atlantic Ocean centered off the coast of South Acaethe geomagnetic sphere dips toward the
earth, causing a region of increased proton flux at relatilel altitudes. This region is called the South Atlantic
anomaly (SAA), and exists because of the difference betwseerarth’s geographic spin axis and its magnetic axis
[3]. In this region, the flux of protons with energies gredten 30 MeV can be as much as'ltimes higher than
in comparable altitudes over other regions of the earth. iglhdr altitudes, the magnetic sphere is more uniform
and the South Atlantic anomaly disappears [3], [4]. Figurghdws maps of the proton belt structure at altitudes
of 500 km, 1000 km, and 3000 km, clearly indicating the lamatdf the SAA at low altitudes and the emergence
of the background Van Allen belt structure at 3000 km [3].

Electrons are present predominantly in regions one to fougr extend up to 12 earth radii [1]. The electron
domain is divided into two zones, an inner zone extendingbioua 2.8 earth radii and an outer zone extending
from 2.8 to 12 earth radii. The outer zone electrons havedridlluxes (10 times) and energies than the inner
zone electrons. For electrons with energies greater thare, khe peak in flux is located between 3 and 4 earth
radii. The maximum energy of trapped electrons is approtéipey MeV in the outer zone; whereas, the maximum
energy is less than 5 MeV for electrons in the inner zone [1th&se energies, electron interactions are unimportant
for single-event effects, but must be considered in det@ngitotal-dose effects.

Fluxes of electrons and protons in particular orbits candienated from existing models. Two models that have
been used to estimate proton and electron fluxes as a furmtisatellite orbit are AP8 [5] for protons and AE8
[6] for electrons. However, experimental data indicate trepped particle populations are highly dynamic. Indeed,
large solar events are known to have created temporaryrphmtis and have enhanced the electron belts [7]-[9].
These results indicate that the static AP8 and AE8 models significantly underestimate the concentration of
protons and electrons, especially for orbits between 18 Zamarth radii. New, dynamic models of the trapped
particle radiation environment are being developed to rilesdhe solar-modulated environment more accurately
[10], [11].

B. Galactic Cosmic Rays

Galactic cosmic rays originate from sources outside ourrssystem and are always present. In the absence of
solar activity, cosmic radiation is composed entirely ofagtic radiation. Outside of our solar system, the spectrum
of galactic cosmic rays is believed to be uniform. Its conii@ms as a function of atomic mass is given in Figure 5
[2], [12]. It consists mostly of protons (85%) and alpha fmées (helium nuclei) (14%). Less than 1% of the
galactic cosmic ray spectrum is composed of high-energyyhieas. However, this is not an indication that heavy
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Fig. 4. Integral proton flux contours as a function of latéuahd longitude at 500 km, 1000 km, and 3000 km. (After Ref) [3]

ions are not as important as protons in space radiationteffds will be discussed below, heavy ions deposit more
energy per unit depth in a material than protons, and caraligtcause greater numbers of single-event effects
than protons. As illustrated in Figure 5, the flux of protogsgriore than two orders of magnitude higher than the
flux of either carbon or oxygen, and approximately five ord#rsnagnitude higher than the flux of nickel. The
energy spectrum of galactic cosmic rays is given in Figur@3.[Note that the x axis of Figure 6 is given in units
of MeV/nucleon. Thus, for carbon with 12 nucleons, the p@ni00 MeV/nucleon on the x-axis corresponds to
an energy of 1.2 GeV. For most ions, the flux peaks between 4801800 MeV/nucleon. For carbon, the peak
flux is at an energy of approximately 2.4 GeV. For protons dptdaparticles, the energy of the ion can be more
than 100 GeV/nucleon. At these high energies, it is nearfyossible to shield electronics inside a spacecraft from
cosmic rays.

At geosynchronous orbit ( 35,800 km), the earth’s magnetid fis weak enough that, for all practical purposes,
it can be considered to have a negligible effect on the galaosmic ray spectrum [14]. However, as cosmic rays
penetrate deeper into the magnetosphere, low-energglpariire attenuated, modifying the cosmic ray spectrum.
Only the more energetic particles are able to penetrate #gnatosphere. The amount of geomagnetic shielding
decreases with higher inclination orbits as the magnetid fises converge near the poles.

C. Solar Particle Events

The frequency and severity of solar particle events is afijudependent on the amount of solar activity. Solar
particle events (most commonly referred to as solar flaresalso including larger events such as coronal mass
ejections) are random in nature, but follow thd1-year cycle of solar activity. Figure 7 shows solar eventqn
fluences for solar cycles 20-22, superimposed over a pldt@sunspot number [3]. The cyclical variation of the
sunspot number is readily apparent, as is the fact that mhostnot all) high-fluence proton events occur during
solar active years. Interestingly, the galactic cosmic flay is anti-correlated to the solar cycle, with maximum
galactic cosmic ray flux occurring during solar minimum citiods. After a solar flare occurs, particles begin to
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arrive near the earth within tens of minutes, peak in intgnsithin two hours to one day, and are gone within
a few days to one week (except for some solar flare particldashwdwe trapped in the earth’s radiation belts).
In a solar flare, energetic protons, alpha particles andyhams are emitted. In most solar flares, the majority
of emitted particles are protons (90-95%) and alpha pagidHeavy ions constitute only a small fraction of the
emitted particles, and the number of heavy ions is hormaBjghificant compared to the background concentration
of heavy ions from galactic cosmic rays. In a large solar flfie number of protons and alpha particles can be
greatly enhanced~(10" times) over the background galactic cosmic ray spectrungreds, the number of heavy
ions for a large solar flare approaches up~t60% of the background galactic cosmic concentration of ieav
ions [13]. Associated with a solar flare is the solar wind dasplasma. The solar wind usually arrives near the
earth within one to two days after a solar flare [15]. As theaselind strikes the magnetosphere, it can cause
disturbances in the geomagnetic fields (geomagnetic stmomypressing them towards the earth. As a result, the
solar wind can enhance the total dose received by devicasnireairth orbits.

Figure 8 is a plot of the angular flux of cosmic ray particlest(bsolar and galactic) during solar minimum
and maximum inside a spacecraft in geosynchronous orbit @6t mils of aluminum shielding as a function of
linear energy transfer (LET) [16]The term linear energy transfer (LET) is frequently usedléscribe the energy
loss per unit path length of a particle as it passes throughademal. LET has units of MeV-citmg. Because the
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energy loss per unit path length (in MeV/cm) is normalizedHgydensity of the target material (in mg/&nLET
may be quoted roughly independent of the target. We carnyaaddte the LET of a particle to its charge deposition
per unit path length. In silicon, an LET of 97 MeV-%mg corresponds to a charge deposition of 1 @@/ This
conversion factor of about 100 is handy to keep in mind to edrivetween LET and charge depositioAg shown

in Figure 7, the solar cycle peaks in intensity approximyagery 11 years. Solar maximum refers to periods of
maximum solar activity, and solar minimum refers to periedsnminimum solar activity. The solar wind during
periods of high solar activity reduces the galactic cosraicftux. Thus, the minimum in galactic cosmic ray flux
occurs during solar maximum, and the maximum in galactieréosay flux occurs during solar minimum. The
flux at solar minimum describes the actual environment~d0% of the time. Also shown in Figure 8 is the
Adams’ 10% worst-case environment [16]. The actual envitent is more intense than the Adams’ 10% worst-
case environment only 10% of the time. It includes contidng from both galactic and solar cosmic rays. This
environment is often used in benchmarking the single-eupset hardness of electronic devices.
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ray spectrum (b) as a function of the LET of the incident p#et. (After Ref. [17])

D. Radiation Environment Inside a Spacecraft

Thus far, we have explored the natural space radiation @mvient outside a spacecraft. To determine the effects
of the natural space environment on electronics inside plaeecraft, the effects of shielding must be taken into
account. Shielding not only modifies the radiation envirenminside a spacecraft by altering the energy and
concentration of incoming particles, but also can creatersgary particles as the incoming particles pass through
the shielding. For instance, bremsstrahlung radiatiohénform of x rays is emitted as energetic electrons decelerat
in the shielding. For modest amounts of shielding, the &ffe€ shielding can be estimated by taking into account
only the energy loss of particles as they pass through theddihg [16].

The amount of energy loss as a particle passes through isigialigpends on the thickness of the material.
Typical spacecraft shielding is in the range of 100 to 25GnHigure 9a is a plot of flux for a large solar flare
versus LET for aluminum thicknesses of 0.173 (25 mils) to81@cn? (1570 mils) [17]. Note that increasing
aluminum thickness results in decreasing solar flare fluxterrelatively low-energy particles associated with a
solar flare. However, the qualitative variation in flux witleT is relatively unaffected by the shielding. For LETs
above 30 MeV-criymg, increasing the shielding thickness from 0.17 ¢/¢m10.8 g/crd reduces the intensity of
the spectrum by five orders of magnitude. The effect of spadEthickness on galactic cosmic ray flux is shown in
Figure 9b [17]. It takes much more shielding to reduce thenisity of galactic cosmic rays. Spacecraft thicknesses
of aluminum from zero up to 10 g/ch{1450 mils) only slightly affect the LET spectrum. By comipar Figures 9a
and b, we conclude that spacecraft shielding can attenbat&w-energy nuclei from a solar flare, but has little
effect on the attenuation of nuclei in the galactic cosmig spectrum. Thus, for practical shielding thicknesses,
additional shielding may prove effective against soft comgnts of a solar flare environment, but is relatively
ineffective in reducing the galactic cosmic ray spectruin [2

Figure 10 is a plot of the contribution of protons, electraarsd bremsstrahlung radiation to the total dose received
after a period of 139 days as a function of aluminum thickmesasured aboard the Explorer 55 spacecraft [18]. The
data were taken during a period of minimum solar actijijote that the total dose is specified in units of rad(Al).
A rad is defined as radiation absorbed dose. It is a measureeohimount of energy deposited in the material and
is equal to 100 ergs of energy deposited per gram of matefiad energy deposited in a device must be specified
for the material of interest. Thus, for a MOS transistoratalose is measured in units of rad(Si) or rad($jQP For
small aluminum thicknesses, both electrons and protonsibate to the total absorbed dose, while the contribution
of bremsstrahlung radiation is negligible for all alumingimicknesses. However, for aluminum thicknesses greater
than~150 mils, the electron contribution to the total dose is igilgle. Because of this, additional localized "spot”
shielding near sensitive devices is sometimes used to eetthectotal dose contribution from electron environments.
However, increasing the shielding thickness from 100 to @818 of aluminum decreases the proton dose by less
than a factor of two. Spot shielding is therefore less eiffecat mitigating total absorbed dose in proton-rich
environments. Although these data are for a specific datelibit, the trends indicated in Figure 10 are typical for
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after a 139-day exposure during the Explorer 55 space miséidter Ref. [18])

those of other orbits.

As is apparent from Figures 2 and 3, the total dose from trdppectrons and protons that a device is exposed to in
a space environment is highly dependent on the orbit. Torm@te the total dose, one must include contributions
from both electrons and protons. The dose rate can vary oweida range, from less than 16 to mid 103
rad(Si)/s. For a five year mission life, these dose ratesespond to a total-dose range of less than 1 krad(Si) to
more than 5 Mrad(Si). For low-earth orbits at high inclinati 200 mils of aluminum shielding can limit the total
proton dose to less than 1 krad(Si) per year [19]. Other ®d#n result in total doses several orders of magnitude
higher. At altitudes corresponding to roughly 1/2 the adté at geosynchronous orbit (near worst case), the total
dose that a device can receive inside a spacecraft with s$igielding can approach 1 Mrad(Si) per year [1].

Il. L ABORATORY RADIATION SOURCES

A wide range of laboratory sources are available to chariaetéhe response of electronic devices in space and
nuclear radiation environments. These sources includdiation cells based on radioactive isotopes, sourcesibase
on the generation of x-rays, and particle accelerators.

A. Total lonizing Dose Sources

For total-dose effects, radiation sources range from végy klose rate sources for characterizing device re-
sponse in weapon environments to very low dose rate souocésviestigating the basic mechanisms of radiation
effects or for simulating the total-dose response of ededtrdevices in the natural space environment. The most
common laboratory sources are moderate dose rate Co-60 -gay sources. Co-60 sources emit gamma rays
with a nominal energy of 1.25 MeV at dose rates up to 400 raH(Srhe U. S. military standard test guideline
MIL-STD-883, Method 1019 specifies that standard laboyasmrceptance testing be performed at dose rates from
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Fig. 11. Total-dose laboratory sources. a) Gammacell 228@8ource Irradiation Cell. b) Aracor 4100 wafer-level a§rirradiator.

50 to 300 rad(Si)/s. Thus, Co-60 sources can normally mesethequirements. Another common type of laboratory
source is the 10-keV x-ray source. Laboratory x-ray soutisascan test unlidded packaged devices or devices on
a wafer are available that can achieve dose rates from al®@ukabl(SiQ)/s to above 2000 rad(SiP's. The high
dose rate of x-ray sources and the capability for testindpatwafer level allows for rapid feedback on radiation
hardness during device fabrication [21]. Thus, waferdlevey testing is often used for monitoring the parametric
response of microelectronic test structures during defabdcation, while Co-60 testing is used for final radiation
hardness assurance qualification testing of completede®wnd ICs. Figure 11 shows examples of two moderate
dose rate laboratory radiation sources: a Co-60 radiasturce irradiation cell, and a wafer-level x-ray irraitiat
cabinet.

Two high dose rate sources that can be used to investigatmtdiedose and dose-rate response of electronic
devices at short times after a pulse of radiation are eledinear accelerators (LINACs) and proton cyclotrons.
Electron LINACs are pulse type sources with pulse widthgyitagp from less than 20 ns to more than A8 with
energies from 10 MeV to more than 40 MeV. Dose rates greagar 116! rad(Si)/s can be obtained from electron
LINACs. Proton cyclotrons are quasi-continuous sources @m have dose rates as high as 1 Mrad(Si)/s with
energies from around 40 MeV to greater than 200 MeV. For sitmg low dose rate total-dose effects, Co-60 and
Cs-137 sources are available. Cs-137 sources emit gamraamigy a nominal energy of 0.66 MeV. Dose rates
below 0.01 rad(Si)/s can be obtained from Cs-137 radiatources.

B. Single-Event Effects Particle Accelerators

There are a wide range of particle accelerators availablelfaracterizing heavy ion and proton induced single-
event effects. These sources vary widely in ion speciesggnand flux. A sampling of some of the most often-used
accelerator facilities are shown in Table I. Three ofterduseavy ion sources in the U. S. are Brookhaven National
Laboratory’s Twin Tandem van de Graaff accelerator, LaweeBerkeley Laboratory’s 88-inch cyclotron, and Texas
A&M'’s cyclotron at its Radiation Effects Facility. At the Bokhaven facility, available ions range from protons
with energies of 30 MeV (maximum) and LETs of 0.02 MeV&mg to gold with energies of 350 MeV and
LETs of 81 MeV-cnt/mg (in silicon at normal incidence and maximum energy). Ariley’s facility, ions are
available ranging from protons with energies of 60 MeV (maxin) and LETs of 0.009 MeV-cimg to bismuth
with energies of 803 MeV and LETs of 95 MeV-éfmg (in silicon at normal incidence and maximum energy).
In addition to these facilities, other facilities are aghike in the U. S. and throughout the world for characterizing
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the single-event upset properties of electronic devicesil® ions and LETs can be obtained at Texas A&M.

Of these three facilities, the highest ion energies can heairdd at Texas A&M. lons with energies as high as
40 MeV/nucleon can be obtained at Texas A&M. Even at thesh Bigergies, the ion energies in space can be
several orders of magnitude higher. For this reason, thg high energy heavy ions available at facilities such as
Michigan State and Brookhaven’s NASA Space Radiation Lafooy are of increasing interest.

A number of proton cyclotrons are available in the U. S. foareltterizing proton-induced single-event effects.
Two commonly used proton cyclotrons are the Indiana UnityeiSyclotron Facility, and the Crocker Nuclear
Laboratory at the University of California at Davis. At thediana University cyclotron, protons with maximum
energy of 200 MeV can be obtained, with lower energy protoralable by using either copper degraders, or
beryllium degraders followed by momentum analysis to redobeam energy spread. The usual beam spot size
is up to 7 cm in diameter with uniformity better than 70%. Theaim spot size can be restricted by the use of
collimators; alternatively a beam spreader can be usedtease the beam spot size to about 30 cm. The UC-Davis
cyclotron provides a maximum proton energy of 63 MeV, witleigies as low as 1.25 MeV obtained by re-tuning
the cyclotron. This cyclotron is useful for low-energy potirradiations, but does not cover the entire range of
interest for protons in the space environment. The TRIUMBtdr Irradiation Facility in Vancouver, Canada is
nearly ideal for proton radiation effects studies, cowgfimoton energies from less than 20 MeV up to 500 MeV,
the complete energy range of interest for the natural spadiation environment.

TABLE |
SINGLE-EVENT EFFECTS TEST FACILITIES
Facility Description Energy Reference Contact
Range
Brookhaven National Laboratory Heavy ion Chuck Carlson
SEU Test Facility Tandem van de Graaff 1-10 MeV/u [20] (631) 344-5261
Upton, NY
Texas A&M University Heavy ion Henry Clark
Cyclotron Institute cyclotron 1-40 MeV/u [21] (979) 845-1411
College Station, TX
Lawrence Berkeley National Laboratory Heavy ion Peggy McMahan
88-inch Cyclotron cyclotron 4.5-16 MeV/u | [22], [23] (510) 486-5980
Berkeley, CA
Michigan State University Heavy ion Raman Anantaraman
National Superconducting Cyclotron Laboratory cyclotron 80-170 MeV/u [24] (517) 333-6337
East Lansing, Ml
Brookhaven National Laboratory Heavy ion Betsy Sutherland
NASA Space Radiation Laboratory boosted synchrotron| 200-1000 MeV/u [25] (631) 344-3380
Upton, NY
Indiana University Proton Barbara von Przewoski
Cyclotron Facility cyclotron 35-200 MeV [26], [27] (812) 855-2913
Bloomington, IN
TRIUMF Proton Ewart Blackmore
Proton Irradiation Facility cyclotron 20-500 MeV [28], [29] (604) 222-7461
Vancouver, BC, Canada
University of California at Davis Proton Carlos Castaneda
Crocker Nuclear Laboratory cyclotron 1-63 MeV [30], [31] (530) 752-4228
Davis, CA
Francis H. Burr Proton Ethan Cascio
Proton Therapy Center cyclotron 15-230 MeV [32], [33] (617) 724-9529
Boston, MA

C. Choosing a Radiation Test Source

A number of factors should be considered when choosing ttiatran test source. These include the application
radiation environment, the device type, and the type of tedie performed (e.g., total dose, single-event upset,
single-event latchup, etc.) For example, for total dosértgof standard MOS ICs, Co-60 gamma testing at dose
rates from 50 to 300 rad(Si)/s is often adequate for hardagssrance testing. However, for bipolar devices, which
can exhibit enhanced low dose rate sensitivity (ELDRS)tintgsat lower dose rates more representative of the
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space environment (e.g., 0.01 rad(Si)/s) may also be mdjuBimilarly, because of proton nuclear interactions
with the high-Z materials used to fabricate advanced ICstoprinduced single-event latchup testing should be
performed at the highest proton energy of the use envirohnesting at a facility with a relatively low proton
energy (e.g., at the U. C. Davis Cyclotron which has a maxinproton energy of 63 MeV) may drastically
underestimate the latchup probability in low-earth orbi@&s fabricated using advanced technologies can contain
numerous metal/insulator overlayers. Because of thesdagees, the energy of heavy ions used for single-event
effects testing must be sufficient to penetrate deep intostmeiconductor material with sufficient linear energy
transfer (LET) to ensure that all mechanisms that can leainigle-event effects are captured. As a result, testing
at heavy-ion facilities with low ion energies (e.g., the 8kbaven National Laboratory Tandem van de Graaff) may
lead to erroneous results for some devices. These issueldosing a radiation test source are discussed in more
detail below. As a general rule, however, the best sourchdssburce that most closely matches the anticipated
use environment. Some radiation sources can more acguraf@oduce device degradation in certain radiation
environments, as discussed in Section V.D.

[11.  NTERACTION OFRADIATION WITH MATERIALS

The manner in which different types of radiation particlegeriact with materials and their effects on electronic
devices can vary considerably. Irradiating devices wiffedént radiation particles but to the same fluence level (or
total dose) can result in considerably different levelsaafiation-induced degradation. Even irradiating deviciél w
the same radiation particle but with different energies regult in considerably different levels of radiation-inedl
degradation. In this section, we cover the basics of thedot®n of radiation with materials for the most common
types of radiation particles in the natural space radiagiovironment, the nuclear radiation environment, and those
used for hardness assurance testing. Knowledge of theaatitems of radiation with materials is fundamental to
the development of reliable hardness assurance test pnased

A. Gamma and X-Ray lonizing Radiation

Both x rays and gamma rays are used routinely for hardnegsaag® testing and process development. As x rays
or gamma rays impinge on a material, they generate elebwtpairs in the material by ionization. Because of the
extremely high energies of the gamma rays and x rays of siteeach x ray or gamma ray can generate hundreds
to thousands of electrons and holes. Whether the net effegaroma-ray or x-ray exposure is the generation of
photocurrents causing dose rate effects or the buildup ditian-induced charge in oxides causing total dose
effects, almost all of the net radiation-induced degraxteis caused by the generated electrons and holes, i.e., very
little of the radiation-induced degradation is directlyusad by the incident gamma rays or x rays.

Photons interact with material through three differentcpsses, namely the photoelectric (or fluorescent) effect,
the Compton effect, and pair production [34]. These praeesse illustrated in Figure 12. For each of these
processes, the primary result of the interaction is theticneaf energetic secondary electrons. Low-energy photons
interact with material predominantly through the phototrie effect. The photoelectric effect is illustrated in
Figure 12a. In this process, an incident photon excites antrein from an inner shell of a target atom to a
high enough state to be emitted free of the target atom. Theldént photon is completely absorbed. Thus,
the photoelectric effect creates a free electron (phottédeelectron) and an ionized atom. In addition, as the
photoelectric electron is emitted, an electron in an outbit @f the atom will fall into the spot vacated by the
photoelectron causing a low-energy photon to be emittedehreral, the low-energy photon does not have sufficient
energy to create additional electron-hole pairs, but déipgnon the energy of the incident photon, the emitted
electron can generate numerous additional hole-pairs.

For higher-energy photons, Compton scattering will dot@raver the photoelectric effect. Compton scattering
is illustrated in Figure 12b. In this process, as a photofidasd with an atom, the photon transfers a fraction of
its energy to an electron of the target atom, giving the edecsufficient energy to be emitted free of the target
atom. For Compton scattering, a photon of lower energy iategewhich is free to interact with other target atoms.
It can also create a free electron and an ionized atom. Padtuption occurs only for very-high energy photons
(E>3 MeV). It is illustrated in Figure 12c. In pair productiorhet incident photon collides with a target atom
creating an electron-positron pair. A positron has the sproperties as an electron (charge and mass), except that
the charge is positive. The incident photon is completelyilsitated in pair production.
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Fig. 12. Schematic drawing of three processes through wgtichons interact with material: a) photoelectric effe¢tCmmpton scattering,
and c) pair production. (After Ref. [34])
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Fig. 13. Relative importance of the photoelectric effeobppton scattering, and pair production as a function of @ianergy. (After
Ref. [35])

The relative importance of the three processes as a funofighoton energy and atomic mass of the target
material is illustrated in Figure 13 [35]. Shown in Figure &% regions where each process dominates. The solid
lines correspond to equal probabilities for the differemeractions. The dashed line corresponds to the atomic
mass of silicon (Z=14). Thus for silicon, x rays emitted franfow-energy (typically 10 keV) x-ray irradiator will
interact predominantly through the photoelectric effedtjle high-energy gamma rays (typically 1.25 MeV) from
a Co-60 source will interact predominantly through Comptoattering.

A mechanism that can result in differences in the number eftedn/hole pairs generated by x rays or gamma
rays is dose enhancement. Dose enhancement arises whaidamimparticle travels through two adjacent materials
with different atomic masses. Close to the interface of tvaiamals, charge particle equilibrium is not maintained.
Charge particle equilibrium is defined as the condition ehtbe total energy carried out of a given mass element
by electrons is equal to the energy carried into it by eledr®6]. For two adjacent materials with different atomic
masses, the number of electrons generated in the low-atorags material close to the interface will be higher
than for the case where charge particle equilibrium is ragzied (i.e., far away from the interface) as shown in
Figure 14. This effect is called dose enhancement.

For thick oxides (Figure 14a), some dose enhancement in ithe &curs near the oxide interfaces (dashed
lines), but for the majority of the oxide, the actual dosehe 6iG, is close to its equilibrium dose (solid lines).
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Fig. 14. Schematic diagram illustrating dose enhancenmma)f a thick oxide (f, > 500 nm) and b) a thin oxide 4 < 100 nm). The
solid lines indicate bulk equilibrium dose and the dasheddiindicate the actual dose profiles. (After Ref. [37])

For thin oxides (Figure 14b), the actual dose (dashed limejonsiderably enhanced over the equilibrium dose.
The criterion for thin or thick depends on the distance thetosdary electrons will penetrate into the material.
For 10-keV x rays in Si@, the average range of secondary electrons is approxima@ynm. This distance is
considerably longer than the gate oxide thickness of molfigtechnologies and in many cases it is comparable to
the thickness of field oxide isolation and the thickness of B@Wied oxides. Thus, significant dose enhancement
effects can occur in most of the oxide structures of predagtiC technologies.

The amount of dose enhancement will depend on the mechanjismhigch an incident photon interacts with a
material. It will be largest for low-energy photong MeV) which interact through the photoelectric effect [38]
For low-energy photons the number of secondary electronsrgéed is proportional to“Z Thus, as the atomic
mass increases, the number of secondary electrons gmeattbases. For an MOS transistor with a polysilicon gate,
the atomic mass of silicon is slightly above the atomic mdsslicon dioxide and the amount of dose enhancement
is negligible for 1.25-MeV Co-60 gamma rays (which interdabugh Compton scattering). On the other hand, for
low-energy 10-keV x rays (which interact through the pht#ogic effect) the amount of dose enhancement can be
relatively large £1.7) [37], [39], i.e., the dose in the oxide layer is 1.7 tintles dose measured in charge particle
equilibrium. Higher dose enhancement factors will resoitrhetal silicide gates with higher atomic masses (e.g.,
tungsten and tantalum) [38], [40], if the distance of theah&tyer from the oxide interface is within the range of
the penetration depth of secondary electrons. For thoserialstin which significant dose enhancement can occur,
the number of electron-hole pairs generated by the incidmintion must be multiplied by a dose-enhancement
factor to determine the total number of electron-hole pgéserated.

B. Electron-Hole Pair Generation

High-energy electrons (secondary electrons generatedhbtop interactions or electrons present in the envi-
ronment) and protons can ionize atoms, generating eletiota pairs. As long as the energies of the electrons
and holes generated are higher than the minimum energyregljidg create an electron-hole pair, they can in turn
generate additional electron-hole pairs. In this mannesingle, high-energy incident photon, electron, or proton
can create thousands of electron-hole pairs. The minimuenggrrequired for creating an electron-hole paiy, E
in silicon, silicon/dioxide and GaAs is given in Table Il [[34lso given in Table Il are the densities for the three
materials and the initial charge pair density per rad dépdsin the material, @ The latter quantity is obtained
from the product of the material density and the depositeiggnper rad divided by fE

C. Energetic Particle Radiation

There are two primary methods by which energetic partioftation releases charge in a semiconductor device:
direct ionization by the incident particle itself, and ipafion by secondary particles created by nuclear reactions
between the incident particle and the struck device. Bothhaeisms can lead to integrated circuit malfunction.
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TABLE I
MINIMUM ENERGY FOR CREATING ELECTRONHOLE PAIRS, DENSITY, AND PAIR DENSITY GENERATED PER RAD FORGAAS, SILICON,
AND SILICON DIOXIDE.

Material E, Density | Pair density generated
eV) | (g/en?) per rad, g
(pairs/cnt)
GaAs ~4.8| 5.32 ~7x10"
Silicon 36 | 2.328 4x10'3
Silicon Dioxide | 17 2.2 8.1x10"?
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Fig. 15. Stopping power (LET) versus depth for a 2.5 MeV haliion in silicon. (After Ref. [2])

1) Direct lonization: When an energetic charged particle passes through a sedoion material it frees
electron-hole pairs along its path as it loses energy. Ibhlits energy is lost, the particle comes to rest in the
semiconductor, having travelled a total path length refitto as the particle’s range. Particle range is an important
parameter that needs to be considered when performing Hieavgsting in the laboratory. The range must be
long enough to ensure that all mechanisms that can lead ¢gheséwent effects are captured. For the extremely
energetic heavy ions in space, heavy ions are not routirtelyped in device materials. Direct ionization is the
primary charge deposition mechanism for upsets caused &yyhens, where we define a heavy ion as any ion
with Z>2 (i.e., particles other than protons, electrons, neutronpions). Lighter particles such as protons do not
usually produce enough charge by direct ionization to capsets in memory circuits.

As a high-energy ion passes through a material, it losegggrn®r excitation and ionization of atoms, creating
a very high density electron-hole plasma along the path @fich. The amount of energy that an ion deposits per
unit depth in a material is given by its stopping power. Thessastopping power is defined as the linear energy
transfer, LET, and is given by

LET = 1db (1)
p dx
where p is the density of the material and dE/dx is the rate of eneagg lin the material. LET has the units
MeV-cm?/mg. The integral of LET over path length gives the total dafeal energy. Figure 15 [2] is a plot of
stopping power (LET) for 2.5-MeV helium ions as a functiondgpth in silicon. The point of maximum stopping
power is called the Bragg peak. The LET for a given ion depesrdshe target material and energy. Stopping
powers can be calculated for silicon, germanium, GaAs, aagyncompounds using the TRIM or SRIM code [41].

For single-event effects, an important parameter is thegehdeposited in the material. The total deposited charge

in a particle track, @ can be calculated from
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Fig. 16. Schematic diagram and time dependence for chaifgetion by drift, funneling, and diffusion. (After Ref. [

1.6 x 1072 LET - p
= i3 (2)
p

where E is the electron-hole pair ionization energy (minimum egergquired to create an electron-hole pair)
given in units of eV (see Table 1), LET is in units of MeV-éfimg, p is in units of g/cn, and Q is given in the
units of pCfm. For silicon, E = 3.6 eV and for GaAs, £= 4.8 eV. Thus, for an LET of 50 MeV-ctmg, the
charge deposited is approximately 0.5 p@/and 0.89 pG/m in silicon and GaAs, respectively.

If the ion passes through a p-n junction, charge can be t¢etleat the electrodes by drift of carriers from
within the depletion region. The drift of carriers to the @tedes occurs within hundreds of picoseconds after a
heavy-ion strike. This is depicted asp,Qn Figure 16. The amount of charge that is collected by diiftarriers
within the depletion region can be greatly enhanced by “fiefthelling.” Funnelling was first observed by Hsieh,
et al. in numerical simulations of the interaction of an algiarticle in a silicon junction diode [42]. The density
of the electron-hole plasma (¥0to 1*' cm—3) created by the ion strike is considerably greater than thEng
concentration of typical p-n junctions [43]. The high contations of electron and holes in the plasma will distort
the original depletion region of the junction along the patthe ion. As a consequence, the junction field region
creates a “funnel region” that extends down into the sutestas depicted in Figure 16. The funnel will exist as
long as the concentration of electron-hole pairs in therpéasreated by the ion strike is large compared to the
doping concentration of the substrate. As the original elégh region is re-established, the electric field sweeps
through the funnel region, causing carriers to be collecsgadly by drift to the electrodes. For silicon devices,
the amount of charge that is collected by drift can be entimgethe funnel region, increasing the sensitivity
of silicon ICs to single event upset. For SOI devices, besaighe extremely thin silicon active layers used to
fabricate transistors, funnelling effects are not impairta

Diffusion of carriers to the edge of the junction depletionfonnel region contributes a another component
to the collected charge. The diffusion of carriers takes mionger (nanoseconds to microseconds) than the drift
component. The diffusion of carriers is noted ag Qin Figure 16.

The SEU sensitivity of an IC is normally characterized by swgang the upset cross section versus ion LET. The
upset cross section usually has units ofaon bits/cn?. LET is varied by using different ions and by varying the
angle of the incident ion beam normal to the device surfagevdying the angle of incidence, effectively more
or less charge can be deposited per unit path length intoahsitsve volume of the semiconductor device. The
upset cross section curve can be roughly characterized lyEd@nthreshold and a saturation upset cross section.
To determine the number of circuit errors that will result fospace mission, one must convolve the upset cross
section curve with the heavy-ion versus LET spectrum fordtist. This is schematically illustrated in Figure 17.
The error rate (in units of errors/bit-day) is calculatedtéing into account the flux of particles in the environment
and the upset cross section curve, which describes theelewensitivity to that environment. With all else held
constant, an increase in LET threshold and/or a decreabe inpset saturation cross section will lead to a decrease

Qi
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Fig. 17. Measured upset error cross section and particlddhe hypothetical space environment. The error rate israeted by convolving
the environment model with the error cross section. (Aftef. R2])

in the error rate. There are several software packagestigatan use to calculate the heavy-ion or proton spectrum
and predict the error rate in most earth-based satellitésojd], [45].

Other factors can also influence the amount of charge celleftbom a particle strike. For example, in silicon-
on-insulator (SOI) technology, an attribute that limite tBEU hardness is the bipolar effect. This effect is due to
a floating body (not referenced to a specific potential) in 8&@isistors. A bipolar effect occurs in SOI transistors
as a heavy-ion strike injects majority carriers in the boelyion of a transistor [46]—-[48]. The injected charge must
either recombine, be swept to the source junction, cortgibmMOS channel charge, or exit through the distributed
resistance of the body material. The latter current can idiwe source-to-body potential causing minority-carrier
injection from the source to the body where the injectedieegcan be collected at the drain. This is analogous to
minority carrier injection from the emitter-to-base ragim a bipolar junction transistor. The bipolar current adds
to (enhances) the charge collected by the normal drift ofierar generated by the ion strike. Once collected, the
charge can lead to circuit upset.

2) Indirect lonization: Although direct ionization by light particles does not ubugroduce enough charge
to cause upsets, this does not mean that we can ignore thasdepa Protons and neutrons can both produce
significant upset rates due to indirect mechanisms. As a-éigingy proton or neutron enters the semiconductor
lattice it may undergo an inelastic collision with a targetieus. Any one of several nuclear reactions may occur,
including: (1) elastic collisions that produce Si reco{) the emission of alpha or gamma particles and the recoil
of a daughter nucleus (e.g., Si emits an alpha particle areta@iling Mg nucleus); and (3) spallation reactions,
in which the target nucleus is broken into two fragments.(e5Sg breaks into C and O ions), each of which can
recoil. Any of these reaction products can now deposit gnalgng their paths by direct ionization. Because these
particles are much heavier than the original proton or meutthey deposit higher charge densities as they travel
and therefore may be capable of causing single-event sff@ce a nuclear reaction has occurred, the charge
deposition by secondary charged particles is the same asdrdirectly ionizing heavy ion strike. Recent work has
shown that indirect processes can also be important foryheavinteractions with high-Z materials [49]. These
effects have the most impact on radiation-hardened ICs aamdess important for commercial ICs with low SEU
threshold LET that are dominated by direct ionization.

D. Displacement Effects

In addition to ionization effects, high-energy protonsuimens, and heavy ions can also cause displacement
damage in silicon and other semiconductor materials [B@]-[As an energetic particle collides with an atom, the
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Fig. 18. Defect cascade created by a 50-keV silicon recoihatiAfter Ref. [50])

atom will recoil from its lattice site. If the energy tranefed to the atom is high enough, the atom can be knocked
free from its lattice site to an interstitial site. The minim energy required to knock an atom free of its lattice
site is called the displacement threshold energy. As the ésadisplaced from its original position it leaves behind
a vacancy. The combination of the interstitial atom and #esancy is called a Frenkel pair. If the displaced atom
has sufficient energy it can in turn displace other atoms.sThar very high energy recoils a defect cascade can
be created with large defect clusters. A representativigildlision of clusters produced by a 50 keV silicon recoil
atom is illustrated in Figure 18 [50]. As the primary silicatom travels through the silicon, it knocks free other
atoms and it is in turn reflected, altering its path. Towatts ¢nds of the paths of the reflected atoms (and the
primary atom) large clusters of defects may be formed (teamtlusters). About 90% of the displaced atom and
vacancy pairs recombine within a minute after irradiatiomomm temperature.

The primary effect of displacement damage is the creatioteep and shallow level traps in the material [50]—
[52]. The shallow level traps can compensate majority essrand cause carrier removal. Deep level traps can act
as generation, recombination, or trapping centers. Thestis can decrease the minority carrier lifetime, inaeas
the thermal generation rate of electron-hole pairs, andaedhe mobility of carriers. As a result, displacement
damage is a concern primarily for minority carrier (e.gpddar transistors) and optoelectronic devices. It is galher
unimportant for MOS transistors except at very high pagtitliences.

IV. GENERAL TESTCONSIDERATIONS
A. Dosimetry

The end result of any hardness assurance test is no moreatetian the accuracy of the dosimetry used for
beam analysis. This is true for any type of test. All radiatfacilities provide dosimetry for the user. However,
users need to be aware that facilities can occasionally atentionally!) provide users with bad information.
Two actual cases in point are total dose measurements at@ngexility and SEU measurements at a heavy-ion
facility. For the case of the proton facility, the facilityperator incorrectly inserted the wrong calibration facteed
to measure the proton fluence (off by one decimal place). Assalt; devices were irradiated to ten times higher
dose than what was intended. This problem was actually @sed during the irradiation when neutron radiation
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monitors in the beam room automatically turned the beam diérwbackground neutron levels rose above a set
level. Because thermoluminescent dosimeters (TLDs) wermdgically used to verify the total dose, this problem
would have been eventually detected when the TLDs were idadever, that would have been several days after
the testing was completed. For the heavy ion facility cdsefacility operator forgot to bias a scintillator plate dse
to measure the ion fluence. As a result, the ion fluence delivey the devices under test was approximately ten
times too high. This problem was detected by the users ractaizing the SEU cross section of SRAMs that had
been previously characterized at another facility. Everugfn the operator was originally adamant that the fluence
measurements were correct, when presented with the datacoBRAMs the operator took time to diagnose the
source of the problem and found the incorrectly-biasedtidlaior plate.

These examples of faulty dosimetry provided by facility i@ers illustrate the necessity for the user to have
back-up dosimetry or “golden devices” with known radiatimsponse. For example, prior to performing SEU
characterizations it is a good practice to first characesiZzgolden device” with a known cross section for given
test conditions (e.g., ion LET, proton energy, bias supplfage, memory pattern, etc.). These measurements can
also be used to ensure the test equipment is functioningedsof his is especially important when no radiation-
induced degradation is observed during qualification igstNull results may mean the device is very radiation
hard, however, they may also suggest that there are problgtingdosimetry or the experimental setup (e.g., bad
cables, bad power supplies, tester malfunction, etc.).

B. Plotting Results

It is always a good practice to plot data in real time. Experital problems can often be detected as data is
plotted. Plotting data at the facility as it is being collttcan save considerable time and expense. For example,
as is discussed below, during heavy-ion SEU charactaerizathe effective LET can be increased by increasing
the angle of incidence. However, if the angle of incidenc®gshigh, the sides of the package well can block the
beam. This is easily detected by plotting the SEU crossaeetirsus LET. If there is a sudden drop in SEU cross
section as the angle of incidence is increased, this is aapftelindication that the package well is blocking the
beam. Alternatively, plotting maps of the physical locatiof observed errors can provide a direct indication of
beam non-uniformity.

V. TOTAL IONIZING DOSEHARDNESSASSURANCETESTISSUES
A. Total dose hardness assurance test methods

There are a number of qualification test methods that defitagédose testing of microelectronics. These include
MIL-STD-883, Test Method (TM) 1019 used in the US and its Ex@an counterpart, ESA/SCC Basic Specification
(BS) No. 22900. While there are differences between these test methods, both are intended to provide
conservative estimates of the total dose response of nhéctoenics for use in low-dose-rate applications [53].

Figure 19 shows the main test flow for MOS devices as specifiddd latest version of TM 1019 (version 7).
This test method is broken into two phases. The first phadeeaieist method is a conservative test for parametric or
functional failure due to radiation-induced oxide-tragparge buildup in n- and p-channel gate-oxide or parasitic
field-oxide transistors. Trapped positive charge in thesdes causes the threshold voltage of n-channel gate
and parasitic field oxide transistors to shift toward depietmode. Large shifts in threshold voltage will cause
excessive leakage current to flow from the drain to source-cdfiannel gate-oxide transistors and can also cause
leakage between transistors [54], [55]. In fact, radiatimfuced increases in this leakage current limits the taxha
hardness of most commercial integrated circuits (ICs)sTdfiase of the test procedure requires an irradiation at
24+6°C to a specified dose at a dose rate of 50 to 300 rads(Si)/s asguipalt-60 gamma ray source followed
by a room temperature electrical test £8°C). The irradiation and electrical testing is done ai-B4AC because
radiation effects have been shown to be temperature senf]-[64]. However, as discussed below, because of
this temperature sensitivity electrical characterizatiesting should also be performed at the temperature egrem
of the system environment. During irradiation the devicastibe biased using the worst-case bias configuration.
This is the bias condition that induces the most radiaticluéed damage in the device. Worst-case bias conditions
are technology dependent and are discussed in detail latdnis section. Between irradiation levels, all pins of
the device should be shorted together to reduce annealiegt®fThe time from the end of an irradiation to the
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Fig. 19. Test flow for MIL-STD-883, Method 1019.7.

start of electrical testing shall not exceed 1 hour and the sff the next irradiation level must take place within
2 hours of the end of the prior irradiation.

It is important to point out that for some devices in a very ld@se rate environment, the first phase of TM 1019
is known to be overly conservative and thus the method allomesto perform extended room temperature anneals
to better estimate the performance of devices at low doss ri@5]—[67]. These types of anneals are allowed
only for parametric failure (parameters that exceed theécHication limit) and not for functional failure. Room
temperature anneals are usually effective for devices wipasametric degradation is associated with the buildup
of oxide-trapped charge and for devices with fast anneatigs. TM 1019 limits the time for room temperature
anneals to the maximum time calculated by dividing the taialzing dose specification for the devices by the
maximum dose rate for the intended use.

In some cases, a second phase (rebound test) of TM 1019 ise@qlhe second phase consists of an additional
irradiation equal to 50% of the specified dose, followed by68-hour anneal at 10C under worst-case bias
conditions. The additional irradiation is required be@aguncertainties in defining the worst-case bias condition
to use during irradiation and anneal [62], [65], [67], [68].addition, this overtest is large enough to account for
the observed increase in transistor threshold voltager&msistors irradiated at elevated temperatures as opposed
to transistors irradiated at room temperature and annexdl@9CC for one week [69]. Typically, irradiations and
anneals are performed under static bias conditions, andoti@atount for the possibility of enhanced rebound
voltages often observed during switched-bias or AC irtdatis [58], [70]-[72]. After the 1-week anneal, the
devices should again be characterized at room temperdihie.phase of the test method is used to bound the
degradation that is associated with the buildup of interfleap charge by maximizing the buildup of interface-
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trap charge while simultaneously annealing a large amotioixe-trapped charge. It is a conservative test for

parametric or functional failures due to the long-term duyd of interface traps [60], [65]. At the present time, this

test is only applied to MOS-like technologies that could ibititime-dependent effects (TDE), e.qg., trapped-hole
annealing and interface-trap buildup, over long time picA device intended for space application must pass
both phases of TM 1019.

BS 22900 has a similar test flow to that of TM 1019. Howeverrdhere a few important differences. During
the first phase of the test procedure, the irradiations fipdddy BS 22900 are performed in a range of dose-rate
windows, i.e., either between 1 to 10 rads(§ or 0.01 to 0.1 rads(Si's at a temperature of 20.0°C with
parts biased using worst-case bias conditions. Note thit test methods permit testing to be performed at the
dose rate of the intended application if agreed to by theoowst. During the second phase of the test procedure, no
additional irradiation is required, only biased annealse @nneals consist of a 24-hour anneal at room temperature
followed by a 168-hour anneal at 1U0. Similar to TM 1019, these anneals are used in an effort towd for
time-dependent effects in the space environment. The meas@additional dose is required as part of the second
phase of BS 22900 is because BS 22900 seeks to accuratelyfyidearst-case conditions during a required
evaluation test, which is used during the qualificationingstElectrical testing is performed before and after the
irradiations and after the room/elevated temperature aara room temperature. A more detailed description of
the test philosophy, similarities, and differences betw&® 1019 and BS 22900 is given in Ref. [73].

The main test flows of TM 1019 and BS 22900 define test procedoreMOS devices that provide significant
insight into device behavior in low-dose-rate space emvitents. These test procedures were actually developed
based on our fundamental understanding of the mechanismsdmtrol radiation effects (as discovered by the
mid 80s). However, the 90s led to the discovery of a few neviatexh effects phenomena that are not addressed
by the main test flow. These include ELDRS in bipolar lineavices and preirradiation elevated temperature
effects observed in both MOS and bipolar devices. While tleehmanisms that control these effects are not fully
understood, there is enough knowledge about the mechamisdefine hardness assurance test procedures, which
can assess the impact of these effects. In fact, modificatiave been made to TM 1019 to address these
relatively new radiation effects. These modifications vaé discussed next. In addition, there are a number of
issues that can affect the reliability of hardness assersasts that need to be considered when qualifying devices
in space radiation environments. These include selectiegoptimum laboratory radiation source, determining
worst-case bias conditions, and understanding the imjaitaof characterization temperature. These issues will
also be reviewed.

B. Enhanced low-dose-rate sensitivity

Since the early 1990s, it has been known that some types ofabiplevices exhibit enhanced low-dose-rate
sensitivity (ELDRS) at low electric fields [74]-[81]. Thiseans that the amount of total dose degradation in
bipolar transistors and ICs that is observed at a given tliaé is greater at low dose rates than at high dose rates.
Note that ELDRS is more than a simple time dependent effecftan observed for MOSFETSs. In ELDRS devices,
degradation at low-dose rates can be significantly more #tdmgh-dose rates even after taking differences in the
time of the irradiations into account, i.e., ELDRS is a “trdese-rate effect. (This is discussed in more detail bglow.
In general, total ionizing dose degradation in bipolar desiresults from the buildup of radiation-induced charge
in the field oxides used to isolate the base and emitter ctenta@ the creation of recombination centers at the
Si/SIO; interface. ELDRS in NPN transistors has been attributexhgily to increased positive oxide-trap charge
buildup in the isolation oxide overlying the base-emittengtion [80], [82]. This charge enhances the surface
recombination rate in the p-base region. On the other haudral and substrate PNP transistors are primarily
affected by increased interface-trap charge buildup intliek isolation oxide over the emitter-base region [79],
[83]. In most cases, ELDRS effects have been shown to be muyertant for lateral or substrate PNP transistors
than for NPN transistors [77]. In fact, Johnston and co-wsl{77] showed that the relative damage at low dose
rates & 0.01 rad(SiQ)/s) for junction-isolated linear processes could be grethian a factor of two larger in linear
bipolar circuits dominated by PNP transistor response thahose dominated by NPN transistor response. A data
compendium of bipolar linear circuits that exhibit ELDRShdze found in Ref. [84].

ELDRS is illustrated in Figure 20, which is a plot of the infigs current (k) for LM111 voltage comparators
versus total dose for dose rates of 50 and 0.01 rad(&(81]. The voltage comparators were irradiated and
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Fig. 20. Iz4 versus total dose for LM111s subjected to a UZ5300-hr preirradiation elevated temperature stress. dédvices were
irradiated at 0.01 (triangles) and 50 rad(&)@ (circles) with all pins shorted. Following the 50 radig)/s irradiation, the devices were
annealed at room temperature with all pins shorted for a #mgvalent to the low dose rate irradiation (open circléajter [81].)

annealed with all pins shorted. As observed in Figure 20tagel comparators irradiated at low-dose rates have
a much larger increase in input bias current than voltagepeoators irradiated at high-dose rates with a room
temperature anneal for an equivalent time to the low-daseiradiation time for the same total dose. At dose levels
up to 10 krad(Si@), there are no “true” dose-rate effects. However, for higheal dose levels, the high-dose-rate
irradiation plus room temperature anneal does not degrgdenkarly as much as the low-dose-rate irradiation.
Thus, the difference observed at the higher total dose [shalded region in the figure) can be attributed to “true”
dose-rate effects. This ELDRS effect can cause failure af iflCsatellite environments not observed in standard
laboratory testing. As such, ELDRS severely complicatediess assurance testing for space environments.
Developing an accelerated hardness assurance test metistimate the “true” low-dose-rate effects in bipolar
devices remains a very challenging issue facing the radiagifects community [85], [86]. Unfortunately, high-
dose-rate irradiation followed by room temperature aringalWwhich can often accurately estimate the radiation
response of CMOS devices at low dose rates [60], [62], doescturately estimate the low-dose-rate response of
many types of bipolar devices [74], [78], [81]. CMOS devigeerally exhibit time-dependent effects rather than
“true” dose-rate effects. Time-dependent effects can algst in bipolar devices and must not be confused with
true dose-rate effects. “True” dose-rate effects makefiitcdlt to develop quick and accurate total-dose hardness
assurance test methods for predicting the radiation resspohbipolar devices. Currently, the most promising rapid
screen involves the use of elevated temperature irradstad relatively low dose rates<{ rad(SiQ)/s) [87]-
[89]. However, the optimum irradiation temperature forstprocedure varies from technology to technology [84],
[88], does not always bound the low-dose-rate responsethencequired dose rate is significantly lower than the
current dose rate range (50 to 300 rad(5i€) normally used for qualifying CMOS technologies. In didd, it has
recently been suggested that if the radiation-inducedgehtirat is responsible for ELDRS (whether it be interface
or border traps) can anneal at 200 then elevated temperature irradiations may also cause smnealing of
radiation-induced charge [90]. This is consistent withvjmes data on MOS devices that show some interface-trap
annealing at radiation temperatures above®@(P1]. These data help explain why high-dose-rate irramligt at
elevated temperatures, in some cases, underestimateolesvrete degradation. Whether this occurs likely depends
on the rate-limiting mechanisms of hydrogen interactidres,(passivation and depassivation of interface traps) at
the silicon/silicon dioxide interface [92]. As a result, mdacturers do not have a reliable laboratory test guidelin
for timely assessment of the radiation hardness of theolaiptechnologies. Nevertheless, irradiating at elevated
temperature is allowed by TM 1019 if characterization tegthows that this procedure can bound the low-dose
rate induced degradation for bipolar, BICMOS, or mixedhsigdevices. Without prior characterization testing, the
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only test procedure for ELDRS that is currently allowed by TMI19, requires that parts be irradiated at dose
rates of< 10 mrad(SiQ)/s. For most devices the amount of enhanced degradatiobd®asobserved to saturate at
these dose rates. This is shown in Figure 21 [93]. This fighosvs the effect of dose rate on excess base current
in lateral and substrate PNP bipolar transistors. The amofidegradation for both lateral PNP and substrate
PNP transistors begins to saturate at dose rates belowxamately 10 mrad(SiQ)/s. Of course, there are always
exceptions to this general observation. Johnston et a].98@wed enhanced degradation between 5 mragdj&O
and 2 mrad(SiQ)/s for a LM324 op-amp manufactured by Motorola. Howevers tis the only known part to
exhibit this behavior.

On a positive note, researchers have recently shown thatdnyging the final chip passivation layers it is possible
to significantly reduce or eliminate ELDRS in some bipolaehr technologies [94]-[97]. It has been shown that
devices fabricated without passivation layers do not @kihDRS or pre-irradiation elevated temperature stress
(PETS) sensitivity (discussed in detail next), while degidrom the same production lot fabricated with other
passivation layers are ELDRS and PETS sensitive. It haskedea shown that removing the passivation layers on
devices that exhibit ELDRS could mitigate ELDRS and PET®8a, as illustrated in Figure 22 [94]. While this is
obviously not a practical solution to the ELDRS and PETS [mois for ICs to be used in space systems, it does
appear to indicate that ELDRS and PETS effects are probaiilyntrinsic to many bipolar process technologies
prior to deposition of the final passivation layer. In aduiti ELDRS and PETS effects do not appear to be
inherently related to circuit design or layout, but are teiato mechanical stress effects, hydrogen in the device, or
a combination of the two. It appears that mechanical streciscied by the passivation layers might play a critical
role in determining the radiation response of bipolar lin€s. Passivation layers can easily alter mechanicalstres
in the die. The introduction of thermal cycles and moistuterdabrication have been shown to further impact the
film stress [98], [99]. These two facts are consistent witthbmhanges in radiation response between unpassivated
and passivated devices at high-dose rates, and the obseredtPETS sensitivity in passivated devices. These
results suggest that proper engineering of the final chipigatson layer might eliminate ELDRS and PETS effects
in bipolar integrated circuits. In addition, it has recgriken shown that hydrogen introduced during the packaging
cycle can have an impact on the radiation response of bifiokar devices that exhibit ELDRS [100]. As a result,
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Fig. 22. Iz versus total dose for LM111s with and without the nitride gde&tion layer removed, irradiated at 0.01 or 83.3 rad¢HO
with all pins shorted. (After [94].)

it is recommended that all hardness assurance testing leickd on devices in their final package configuration.

C. Preirradiation elevated temperature stress (burn-iffeet

ICs are exposed to numerous thermal cycles (e.g., duringagaty, reliability testing, system assembly and
system use) during their life time and prior to their expesiarradiation. It has been shown that these preirradiation
elevated temperature stresses (PETS) can dramaticaligehhbe total dose radiation response of both MOS [101]-
[104] and bipolar [105], [106] devices. Examples of the efffeof preirradiation elevated temperature anneals are
shown in Figures 23 and 24 [101], which are plots of the thoeskoltage shift for MOS gate-oxide (Figure 23)
and field-oxide (Figure 24) transistors versus total dosangistors with and without a preirradiation 280) one-
week anneal (typical burn-in conditions) were irradiateithvt0-keV x rays with a 5-V gate-to-source bias. At the
higher radiation levels, both the gate-oxide and field-exidreshold-voltage shifts were larger for the transistors
subjected to the preirradiation elevated temperature anii@e larger threshold-voltage shifts for the transistor
subjected to a preirradiation anneal could be due to eitheinerease in radiation-induced oxide-trap charge, a
decrease in interface-trap charge, or both. Based on cisepgration measurements [101], [102], it was shown that
for these devices the major cause for the larger threshatdge shifts for the devices subjected to a preirradiation
anneal was less radiation-induced interface-trap buiidugate oxides and more radiation-induced oxide-trapped
charge buildup in field oxides. These changes in radiatioliéed charge buildup have been shown to lead to larger
increases in IC static power supply leakage current durirsgliation, and to a lesser degree increases in timing
parameters. The functionality of the devices can also beatgal. In addition, It has been shown that some linear
bipolar technologies are also sensitive to PETS [105], [106e mechanisms for the PETS effect for linear bipolar
technologies appear to be qualitatively similar to thogeGMOS technologies.

Note that not all technologies exhibit a PETS effect. Howefar those technologies that do, the magnitude of
the PETS effect can be affected by the time and temperatutieeopreirradiation elevated temperature stress but
appears to be independent of the PETS bias condition [L08]. efffects of time are illustrated in Figure 25 for
3.3-V Paradigm SRAMSs [103]. Figure 25 is a plot of the incee&s word (or byte) failure count as a function
of total dose for a complement checkerboard pattern writbethe SRAMs. Data for SRAMs with no stress or a
24-, 336-, 672-, and 802-hour pre-irradiation 160stress with nhominal values of 35 applied during the elevated
temperature biased stress are shown. The SRAMs were ieddiaing a Co-60 source in steps up to 100 krad{piO
at a dose rate of 64.5 rad(Si{ls. As the pre-irradiation stress time increases, the Viaildre count curves shift
to lower doses. These data suggest that the PETS effectasiatesl with a thermally activated process. It has
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Fig. 23. Threshold-voltage shift versus total dose for gadele n-channel transistors with and without a PETS irradiavith a 10 keV
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Fig. 24. Threshold-voltage shift versus total dose for figkile n-channel transistors with and without a PETS iriadiawith a 10-keV
x-ray source with a 5-V gate-to-source bias. The PETS wa®rierweek at a temperature of 28D (After [101].)

been found that the activation energy is 0.38 eV [102]. Tletévation energy is close to the activation energy of
0.41 eV for trapped hole compensation [60] and the actiwa¢inergy of 0.45 eV for the diffusion of molecular
hydrogen in bulk fused silica [107]. The latter suggestds tha PETS effect may be related to the diffusion of
molecular hydrogen. The lack of a strong bias dependencenisistent with this mechanism. The preirradiation
stress could also affect the spatial and energy distribugfchole-trap precursors in the oxide (this may also involve
the diffusion of hydrogen related species), leading toed#fices in trapped-hole distributions following irrattiat
Clearly, more work needs to be performed to conclusivelytifie the mechanisms for the PETS effect.

The effect of preirradiation elevated temperature steeeadC radiation response is clearly a concern for hardness
assurance testing. The U. S. military test guideline TM 11049 been modified to address PETS effects as illustrated
in Figure 26. Before the modification, the test guidelinenidted manufacturers to qualify the total-dose radiation
response prior to elevated temperature reliability sged@his raised the possibility that the total-dose radimatio



SANDIA NATIONAL LABORATORIES DOCUMENT SAND-2008-6851P 25

35
¢ No Stress
30 F 24 hr
A 336 hr
25F = 672hr
802 hr
20

— — 0 — - —

15 16384 Failures

Word Failure Count (x 1000)

10 |
5¢E 6°Co, 64.5 rad/s
3 | 150°C, 3.3V Stress
0L k 1
20 40 60 80 100

Dose [krad(SiO,)]

Fig. 25. Increase in the word failure count for a checkerthgaattern written to 3.3-V Paradigm SRAMs versus dose for BRAvith no
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response of ICs sensitive to PETS effects could be signtficalifferent than the radiation response of ICs used
for qualification testing. Thus, TM 1019 was modified to reguinanufacturers to perform radiation qualification
testing on ICs after burn-in. Unless it has been shown byr mi@racterization or by design that burn-in has
negligible effect on total dose radiation-induced degtiada radiation testing must be performed after subjecting
parts to burn-in or the manufacturer must develop a cooedtctor that accounts for changes in total dose response
resulting from subjecting product to burn-in. While thedegges to TM 1019 are a step in the right direction,
they may underestimate the radiation response of PETStiserdevices at the end-of-life of system use [103]. As
noted above, the PETS effect appears to be associated widrmaally activated process. Thus, as PETS sensitive
devices continue to be exposed to thermal cycles duringesysissembly, one would expect that the total dose
response of the devices could continue to degrade. Thusedtimated degradation measured on devices after
burn-in, as required by TM 1019, may not be a conservativienagt of the worst-case degradation observed at the
end-of-life. To determine the response of PETS sensitivicds at the end of life, one would need to account for
all thermal cycles that the device is exposed to after boymaicluding thermal cycles that the devices are exposed
to during system assembly and use [103]. Otherwise, the at@juadiation-induced degradation may be severely
underestimated.

D. Optimum laboratory radiation sources for hardness asswe testing

Total-dose degradation of electronic devices used in spgacaused primarily by exposure to high fluences of
electrons and protons. However, Co-60 gamma and x-ray esue more cost effective for routine evaluation of
the radiation hardness of electronic devices for theseicgijans. In this section, we will review which of these
two sources are best suited for simulating energetic elastor protons. X-ray sources can operate at higher dose
rates than most Co-60 sources and can be used to irradidtedirad die at the wafer level. Because of these
properties, x-ray sources are often used for process dawelot and control [108], while Co-60 gamma sources
are normally used for hardness assurance testing [62].uRtigigation for using Co-60 gamma sources for hardness
assurance testing is based primarily on historical praatther than on technical grounds. Some work has been
performed comparing the differences in total-dose degi@udor x-ray and Co-60 irradiations. In some cases,
good correlation between Co-60 and x-ray radiation-indudegradation was observed [109]; however, in other
cases large differences were observed [67], [110]. Thus,ifbportant to determine which radiation source is best
suited for simulating energetic electrons or protons. Reeerk [111] comparing the radiation-induced response
of pMOSFET dosimeters showed that the radiation-inducedaese for high-energy protons (60 to 200 MeV) was
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only 65-85% of the Co-60 radiation-induced response. Téssilt raises concern that Co-60 radiation sources may
not be the best radiation source for simulating device nes@an proton-rich space environments.

To understand why there might be differences in the radiatiduced degradation in devices irradiated with
Co-60 or x-ray irradiation, one must examine the differanire charge yield between the sources. If an electric
field exists across the oxide of an MOS transistor, once selaelectrons in the conduction band and holes in the
valence band will immediately begin to transport in opposiirections. Electrons are extremely mobile in silicon
dioxide and are normally swept out of the silicon dioxide ingseconds [112], [113]. However, even before the
electrons can leave the oxide, some fraction of the elestwath recombine with holes in the oxide valence band.
This is referred to as initial recombination. The fractidrholes that do not recombine is referred to as the charge
yield. The amount of initial recombination is highly depend on the electric field in the oxide and the energy
and type of incident particle [114], [115]. In general, sigty ionizing particles form dense columns of charge
where the recombination rate is relatively high. On the othend, weakly ionizing particles generate relatively
isolated charge pairs, and the recombination rate is lodk4][ Figure 27 is a plot of the fraction of unrecombined
holes (charge yield) versus electric field for Co-60 and wireadiations [115]. The plot shows that there can be
significant differences in the charge yield between the taurces. In fact, at low fields the relative difference can
be very large £50%). Thus, the laboratory radiation source, x-ray or CptBat best matches proton or electron
radiation-induced degradation in space may depend on vguahce gives the best match in charge yield.

Unfortunately, there is presently limited data in the kteire for the charge yield of electrons and protons for
the energy range of these particles in space [116]. To gaight into which laboratory radiation source gives
the best match in charge yield to electrons and protons, aneegamine the stopping power for electrons and
protons in SiQ. Figure 28 is a plot of the stopping power in Sif@r electrons and protons versus particle energy
[117]. The energy range shown for protons and electronsrsaat typically found in space [118]. Also shown
in the figure are the calculated average values of stoppimgepéor secondary electrons generated by 10-keV x
rays and 1.25-MeV Co-60 gamma rays. These values are basslautations using the Sandia radiation transport
code CEPXS/ONELD [119]. The interaction of a 10-keV photod a 1.25-MeV photon with a thin layer of SjO
produces a secondary electron spectrum with an averaggyeoie®.5 keV and 590 keV, respectively. The stopping
power of the electrons generated by a 10-keV photon morelglosatches the stopping power of the lower energy
protons (20 to 60 MeV) than the stopping power of electromsegated by a 1.25-MeV photon. On the other hand,
the stopping power of the electrons generated by a Co-6(@phubre closely matches the stopping power of the
electrons in space (up to 7 MeV) [118].

As a result, we can expect that for low energy protons, thegehgield of the protons is more closely matched
by the charge yield of the secondary electrons generatedfy¢laeV photon (x-ray) than the secondary electrons
generated by a 1.25-MeV photon (Co-60 gamma). This suggfestsat least for lower energy protons, a 10-keV
X-ray source may better simulate the radiation-inducedatkgion caused by protons than a Co-60 radiation source.
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This was indeed found to be the case [120]. Figure 29 showrati®of the back-gate transistor threshold-voltage
shift for x-ray and proton irradiations and the ratio for 8@-gamma and proton irradiations for SOI transistors
irradiated in the 0 V and transmission-gate (TG) bias comdéijons. The x-ray and proton data were taken at
a dose rate of 270 rad(SiJs and the Co-60 gamma data were taken at a dose rate of SBi@aié. X-ray
data taken at 270 and 50 rad($)3 showed no noticeable differences in back-gate threshatage shift for the
different dose rates for devices irradiated to total dogesous500 krad(Si@). Hence, the fact that the data were
taken at somewhat different dose rates should not affectdmelusions. Within experimental uncertainties, the
x-ray and proton radiation-induced back-gate thresholthge shifts are nearly equal for all total dose levels and
bias conditions examined. However, the ratio of Co-60 garanthproton back-gate threshold shifts varies widely,
especially for low total doses. The fact that there is agez@rim the back-gate threshold-voltage shifts at high total
doses is not surprising. At this point, the threshold-\gdtahift is significant and therefore the internal field in the
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oxide is also significant. Thus, a low field condition in thddexis no longer satisfied. Note that this is due to the
size of the threshold voltage shift in these devices, notdted dose. Devices that shift more or less with dose will
therefore reach this point at different dose levels. F® gibton energy, these total dose levels, and these devices,
x-ray irradiations simulate proton radiation-induced reigtion much better than Co-60 gamma irradiations. Good
correlation between x-ray and proton radiation-inducegraegation has been observed for proton energies between
20 and 200 MeV and also in the radiation-induced degradatidreld oxides in bulk-silicon technologies [120].
The flux of electrons and protons in space varies widely witlitaltitude and inclination. For example, for low
earth orbits (especially for orbits passing through thetB@tlantic Anomaly), the proton flux can be very high
compared to the electron flux. In contrast, for higher orlilie proton flux can be very low in comparison to the
electron flux [118]. Based on the results of Schwank et alO[1#r SOI and bulk-silicon transistors, laboratory x-
ray irradiations may more closely simulate proton-richismments such as low-earth orbits (at least in the energy
range of 20 to 200 MeV) than laboratory Co-60 gamma irracinsti This contradicts the commonly accepted tenet
that Co-60 gamma sources should be used for all hardnessaassujualification. As previously discussed, the
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better match between x-ray and proton radiation-inducedadge is likely due to a closer match of the initial
charge vyield at low electric fields. However, this does naicprde the use of Co-60 gamma radiation sources
for device qualification in proton-rich environments. Co-§amma radiation sources may overestimate the total
dose degradation and, therefore, are a more conservatiisiom source. In contrast, we note from Figure 28 that
Co-60 gamma irradiation more closely matches the stoppawgep (and hence, the charge yield) of electrons than
x-ray irradiation. Thus, to simulate total dose degradhmatio electron-rich environments such as geosynchronous
orbits, Co-60 gamma sources are probably still the optimalodatory radiation source for device qualification,
as shown in Figure 30 [116]. Figure 30 is a plot of the bacleghteshold voltage shift versus total dose for
transistors irradiated to total doses up to 500 krad{yiith Co-60 gamma rays and 1 MeV electrons in the
OFF bias configuration. The 1-MeV electron data are in verydgagreement with the Co-60 data; the differences
are within experimental uncertainties due to errors in mesiy or to part-to-part variations. This observation is
consistent with the similarity observed between the chgigle of Co-60 gammas and 1-MeV electrons in thermal
gate oxides as discussed above.

E. Worst-case bias

The worst-case radiation and anneal bias conditions forsi@sild be determined through an analysis of the
system application and characterization testing. As wal discussed below, the worst-case bias condition will
depend on the failure mechanism(s), which can vary as aiumof circuit parameters, dose rate, and temperature.
As a result, characterization testing should be done owefut range of system operating conditions.

1) Sibulk devicesilt is well known that bias conditions can have a large effecthee amount of radiation-induced
degradation. For gate oxides, the maximum threshold-gelshift for oxide-trap and interface-trap charge occurs at
intermediate values of electric field. This is illustratadFigure 31, which is a plot of the measured radiation induced
voltage shift due to oxide and interface-trap charge foygibiton gate transistors irradiated to 500 krad(§iO
[121]. At high electric fields, the threshold-voltage shiftue to oxide-trap and interface-trap charge decrease with
increasing electric field strength because the captures @estion for holes decreases with increasing electric field
[122]-[126]. At low electric fields, the threshold-voltaghkifts due to oxide-trap and interface-trap charge arelsmal
because the number of radiation-induced electron/holes peliich escape initial recombination (charge yield) is
small (see Figure 27). Thus, the maximum threshold-voliufies due to oxide-trap and interface-trap charge occur
at moderate electric fields (1 to 2 MV/cm).

For advanced IC technologies with very thin gate oxidedq nm), radiation-induced oxide-trapped charge
buildup in field oxides and in SOI buried oxides normally doaies the radiation-induced degradation of ICs. The
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Fig. 32. Flatband voltage shift and the threshold-voltalgét slue to oxide and interface-trap charge versus applield filuring x-ray
irradiation for capacitors fabricated using a traditiofiald oxide insulator as the gate dielectric. (After [55].)

worst-case bias for parasitic field oxide leakage currenhés highest operating voltage of the technology. The
worst-case bias condition for radiation-induced chargébp in field oxides is the bias condition that maximizes
the electric field across the field oxide. This is clearly shawFigure 32, which is a plot of the flatband, oxide-trap
charge, and interface-trap charge voltage shifts verspgeapfield for capacitors irradiated with 10-keV x rays
to a total dose of 10 krad(Sip [55]. The capacitors were fabricated using a traditioneldfioxide as the gate
dielectric. The dielectric was deposited using a tradéloshallow-trench isolation (STI) process. For these bias
and irradiation conditions, there is no significant buildafpinterface-trap charge in the field oxide. However, at
high electric fields, there is a very large radiation-inditeiildup of oxide-trapped charge, which causes a very
large threshold-voltage shift of the field oxide transisiiter irradiation, the threshold-voltage shift was gegat
than 25 V for electric fields greater than 2 MV/cm. Dependimgtioe initial threshold voltage of the field oxide
transistor, this radiation-induced threshold-voltagit shay be large enough to cause large increases in transisto
leakage current.

While the electric fields across the majority of field oxides generally very low for most advanced technologies
having operating voltages less than 5V, this is not the caisalf areas of the field oxides. For example, very high
electric fields can occur at the corners of STI oxides, astiliied in Figure 33 [55]. In this figure, simulations
show that the electric field can be as high~& MV/cm at the Si corner of the n+ region (source/drain regiban
n-channel gate oxide transistor). Although the electrild fadecreases rapidly with distance from the trench corner
(down the trench sidewall or into the trench region), theteie field still remains relatively highX1 MV/cm) for
the first 20 nm. Thus, the bias condition that will result ire tnaximum electric field across the STI is the bias
condition that gives the maximum voltage drop between ttie gad the substrate. This bias condition is normally
the ON bias condition, where the gate is at the bias suppltage| Vpp, and the source, drain, and substrate
are grounded. Although these results were demonstrateSTihrsimilar results are obtained for ICs with LOCOS
isolation.

Conceptually, selecting a worst-case bias for bulk-silit©s can be difficult because the worst-case bias for gate
and field oxides may be different. However, for advancednseldygies where the irradiation response is dominated
by radiation-induced parasitic leakage current, the amtimworst-case bias for an IC is that which maximizes
parasitic field oxide leakage, i.e., the maximum operatialjage. Ideally, an IC should be irradiated in the state
that produces the most radiation-induced degradation ladQ should be tested post-irradiation in the condition
that shows the most electrical degradation. For exampleresistor can be irradiated in the ON state to produce
the largest radiation-induced leakage current and medsarits lowest current state (the OFF state), which will
show the largest increase in leakage current. Similarlpb®erve the largest increase in current in an SRAM, one
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trench insulator is planar with the 13-nm gate oxide. Etesttitic potential in the trench region was simulated with plolysilicon gate that
extends over the STI (not shown) biased at 5 V and all othéomeggrounded. (After [55].)

often irradiates the IC in a checkerboard pattern and thessores the IC leakage current post-irradiation in the
complement checkerboard pattern [101], [108], [127].

2) SOI devicesWorst case bias conditions for SOI devices can be more difficidetermine than for bulk Si
devices. For SOI devices, the radiation response is cdedrbly charge buildup in the SOI buried oxides in addition
to charge buildup in the gate and field oxides. Similar to feetdles as discussed above, the buildup of radiation-
induced charge in SOI buried oxides is dominated by positixide-trapped charge. Therefore, the electric field
condition that results in the maximum back-gate thresholthge shift in an SOI transistor is the bias condition
that causes the most radiation-induced hole trapping heabpdck Si/Si@ interface. This will be the bias condition
that results in the maximum electric field strength in theidnioxide underneath the channel region. For typical
gate lengths and buried oxide thicknesses, the bias conditiat produces the largest electric fields underneath
the channel and the most hole trapping is the transmissitanlgas configuration for partially-depleted transistors.
The transmission gate (TG) bias configuration is defined ascecand drain biased at;/, while the gate and
body contacts (if available) are grounded. Simulations dawa [128] have also shown that the OFF bias condition
(drain at Vpp and all other contacts grounded) can result in very larg&k-gate threshold-voltage shifts. The
bias configuration that results in the largest back-gatestiwld-voltage shifts depends on the ratio of the trarmsisto
gate length and the buried oxide thickness [128]. Theselatioos have been experimentally verified [110], [128],
[129]. Figure 34 is a plot of the measured back-gate threlstoltage shifts versus gate length for partially-deplete
n-channel SOI transistors irradiated with 10-keV x rays tiotal dose of 1 Mrad(Si¢) [128]. The buried oxide
thickness was 413 nm. The largest back-gate thresholdg@lshifts observed were in transistors irradiated in the
TG bias configuration. However, for transistors with gatgglhs near the standard technology gate length of 0.25
um, the back-gate threshold-voltage shifts were approxmaihe same for transistors irradiated in the TG and OFF
bias configurations. The smallest back-gate thresholthgelshifts were for transistors irradiated in the ON bias
configuration. These results for the worst-case bias cordfiigun for partially-depleted SOI transistors are just the
opposite of that for the worst-case bias configuration fdiation-induced charge buildup in field oxides discussed
above.

For fully-depleted SOI transistors, the worst-case biasas as well defined as for partially-depleted SOI
transistors. Similar to the case for partially-depleted 8@nsistors, Jenkins and Liu [130] showed that for some
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Fig. 34. Back-gate threshold-voltage shift versus gatgtlefior an n-channel partially-depleted SOI transistoadiated with x rays to a
total dose of 1 Mrad(Si¢). Transistors were biased in the ON, OFF, and TG bias corafiuns. (After [128].)

SOl technologies, the worst-case bias for radiation-ieduzharge trapping in the buried oxide was the transmission
gate bias configuration. However, for other technologibe, worst-case bias was determined to be the ON bias
configuration [131].

Because the worst-case bias configuration for radiatidndgad charge buildup in field oxides and SOI buried
oxides may be different, hardness assurance testing of &@det can be difficult. Both parasitic field oxide leakage
and transistor leakage induced by radiation-induced eh&apping in the buried oxide can be very large. Thus,
both must be accounted for. This is especially importantwgtimating IC hardness from transistor testing. Both
radiation-induced field oxide and buried oxide leakage edghtribute to the leakage current of gate-oxide transstor
Radiation-induced field oxide leakage will also contriblat¢he leakage current of the back-gate transistor. To ensur
worst-case conditions are satisfied, SOI transistors dhmiirradiated in the ON and TG or OFF bias configurations.
For ICs, the different worst-case bias configuration is lesblematic. For instance, regardless of the input bias
conditions, in an SRAM approximately half of the transistanill be irradiated in the ON bias configuration and
the other half will be irradiated in the OFF bias configurati®ome transistors will also be irradiated in the TG
bias configuration. Therefore, worst-case bias conditioras SRAM are automatically probed using standard input
bias conditions. However, for SOI circuit types where thenber of OFF (or TG) and ON biased transistors can
be considerably different, ICs may require testing in nplatibias configurations to ensure worst-case conditions
are satisfied.

3) Bipolar devices:In contrast to MOS devices in which the worst-case bias ¢mmdis typically a DC bias
condition at the maximum operating voltage of the device,worst-case bias condition for some bipolar devices
can actually occur at low electric fields. Specifically, thjgplies to bipolar devices that exhibit ELDRS, where the
amount of degradation was observed to be maximum at low &iadd (i.e., all pins grounded) [80]. The worst-case
bias condition for a bipolar IC that exhibits ELDRS will deygkon the circuit parameter that is most sensitive to
low-dose-rate irradiation. In general, the worst-cases lgi@andition for changes in input bias current of a bipolar
linear IC is all pins grounded; whereas the worst-case beaslition for changes in offset voltage is for devices
biased in a DC bias condition. While these are general obsens, it is a good practice to do characterization
testing to determine the worst-case radiation bias carditfor ICs before performing qualification testing.

F. Implication of characterization temperature

This final subsection addresses an emerging total dose éegdissurance issue. Specifically, it addresses the
potential need to characterize ICs over the full system t¥atpre range before and after irradiation to ensure
system functionality. While the community as a whole has yett agreed to make any changes to the existing
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Fig. 35. Static supply leakage current versus temperaturg-Mbit SRAMs irradiated with 95-MeV protons at a dose raftd.7 rad(SiQ)/s
at room temperature (2€) with Vpp = 5 V and characterized at room temperature antC8@After [136].)

total dose test methods to require characterization tpster the full system temperature range, it is important to
discuss this emerging issue and to discuss potential tetstochenodifications that could be made to address this
issue.

ICs are often required to operate over a wide range of teryresain many system applications. For example,
military hardened devices are often specified to operatm ff85°C to 125C, whereas COTS devices might be
required to operate over a smaller temperature range;€C to 85 C. It is well known that device characteristics
are impacted by operation temperature. Whatever the textyserrange specified, manufacturers typically guarantee
that their devices will operate within limits specified iretproduct specification over this temperature range. The
manufacturer establishes these limits by routinely chiareing devices as a function of temperature before irradi
ation. However, the same device characteristics affecyenpleration temperature (e.g., threshold voltages, leakag
currents, and carrier mobilities) are also affected byzimg radiation. [108], [127], [132]-[135]. Unfortunately
because the annealing of radiation induced oxide-trappadye can be enhanced by increasing temperature [56]—
[60], [62], the current total ionizing dose test guidelin@® 1019 and BS 22900) require devices to be kept at
room temperature during irradiation and pre- and posthiatéon electrical characterization to minimize temperet
induced annealing effects. Because of this, the radiagepanse of devices are often not characterized over the full
system temperature range. However, it has recently beemnstiat by not characterizing the radiation response
of devices over the full system temperature range, the-tlisé hardness of some devices can be overestimated
[136].

This is illustrated in Figure 35, where large increasesaticpower supply current {p) with temperature were
observed for 1M (128k8) CMOS SRAMs fabricated by Cypress Semiconductor. Thes&M&ERwere fabricated
using a 0.25:m 5-V bulk silicon technology with a 6-transistor cell dasid-igure 35 is a plot of b versus
temperature for the SRAMs irradiated with 95-MeV protong RIUMF [137] at a dose rate of14 rad(SiQ)/s.

The devices were irradiated at 25 with Vpp = 5 V and characterized at 26 and 80C. SRAMs were first
irradiated to a given total dose and then characterizedaah remperature and then at elevated temperature. After
the elevated temperature characterizations, the SRAMs w@oled to room temperature and then irradiated with
protons to a higher total dose level. As is evident from thargincreasing the measurement temperature resulted
in an increase in post-irradiatiom b. For example, at a total dose of 72 krad(8ithe leakage current measured at
25°C was 2.5 mA and at 8C was 5.1 mA. In addition to an increase in leakage curreateasing the measurement
temperature also caused the SRAMs to functionally fail atelototal dose levels. At the highest total dose level
investigated, 161 krad(Sip the SRAMs were still functional when characterized at@5However, when the
SRAMs were characterized at 8D they failed functionally at total dose levels above 72 k&@.). These results
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show the impact of characterization temperature on SRAMurpatric and functional performance.

Ref. [136] also showed that transistors and a mixed-sigi@&CAcould exhibit significantly more post-irradiation
parametric degradation when characterized at elevatggeiertures. The results suggest that if elevated temperatur
operation is required for system application, it is impesthat devices be characterized at elevated temperaases
well as at lower temperatures. The data of Figure 35 denetestrcase where elevated temperature characterization
caused increased parametric degradation and functioilatefaat lower total dose levels than room temperature
characterization. It is possible that for other device $ypad/or technologies that enhanced parametric degradatio
and functional failure could be observed at cold tempeestuAs a result, to ensure system functionality, it may
be essential that devices be characterized over the theyfsiém temperature range pre- and post-irradiation.

It is now illustrate how characterization tests over thepgerature range of the system can be incorporated into
TM 1019 (similar changes could be made to BS 22900). Figurés 36flow diagram based on TM 1019. Steps
have been added to the flow diagram that could be used to edsuige hardness over the system temperature
range. The devices should be characterized at room teroperand at the low and high temperature extremes of
the system environment before irradiation. All devicesutidhen be irradiated to the total dose specifications
at a dose rate between 50 and 300 rad(Si)/s using a cobal®bng ray source, followed by electrical testing
(Phase 1). If this is a step stress irradiation, the elegdtt&sting should be done only at room temperature between
each irradiation step. This is to ensure that minimal anngalf oxide-trapped charge occurs during the step stress.

Minimization of elevated temperature annealing can be waportant to ensure that test Method 1019 remains
conservative. It has been shown that the annealing rate gotralization) of oxide trapped charge can increase
with temperature for some technologies [60], [62], [66]38) In addition, the buildup of interface traps also
depends on temperature [63], [64]. Thus, because the prigfoBhase 1 of TM 1019 is to bound the degradation
that is associated with the buildup of oxide-trapped chatlye most conservative approach to hardness assurance
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testing is to not increase the temperature until after thrapdetion of the irradiation sequence, unless it is known
via characterization testing that the annealing of oxideqied charge and the buildup of interface-trap charge is
insignificant for the parts being characterized. After tmalfitotal dose exposure of Phase 1, the devices should be
characterized at room temperature and at the low and highaeature extremes. Note that the sequence for testing
should be started at low or room temperature and end at higharture. Again this will reduce the amount of
oxide-trapped charge annealing that might occur. For higghperatures above 190D, there is a possibility that
some annealing of interface-trap charge might also occB-[59]. However, the amount of annealing (if any)
will be related to the amount of time that the devices are mptratures above 100. Thus, this time should be
minimized.

Phase 2 of Method 1019 then requires a 50% overtest, folldwea 168 hour, 100C biased anneal. As such,
any annealing of oxide-trapped charge that occurred duhiegast high temperature electrical test that was part
of Phase 1 will have no negative impact on Phase 2 resulter &ie 1-week anneal, the devices should again be
characterized at room temperature and at the low and higheaeature extremes.

Using this revised hardness assurance test method we dan &esure that ICs will operate over the specified
system temperature range in a given radiation environnidris. is a more comprehensive test procedure compared
to irradiating and testing devices only at room temperatdmvever, this test procedure does not take into account
the fact that in an actual system application a device colsld lae irradiated at any temperature within the system
environment specification. The effect of irradiating at mperature other than room temperature and subsequently
characterizing over the entire operating temperatureeavags not investigated in [136]. Thus, more work needs to
done to fully investigate these effects to determine if tidsed test method will bound the worst-case irradiation
response of devices irradiated and operated over the espieified temperature range, which should be the main
objective of any test method. As is the case with the curresit method, this revised test method may be overly
conservative for predicting the radiation response ofdevfor some scenarios; however, it is impossible to develop
a generic test method that is not overly conservative foressoenarios while still bounding the worst-case radiation
response for devices that are specified to operate in ai@uiativironment over a wide range of temperatures (i.e.,
-55°C to 125C) and dose rates.

The above discussion applies primarily to ICs with MOS eletseHowever, many bipolar devices are used in
both space and weapons applications. Total dose radietituced degradation in these devices can also be attributed
to the buildup of both oxide- and interface-trap charge ataon oxides over the base-emitter junctions [82], [89]
and emitter-base regions [83], [105]. Thus, it is not diffido imagine that the radiation-induced degradation of
bipolar devices can also be enhanced by testing at extremgetatures. However, additional investigations will
need to be conducted to determine if and to what extent thévicwd environment (radiation and temperature) will
impact the radiation response of these device types. Udditianal tests can be performed, it is recommended that
bipolar devices also be characterized over the expectditappn temperature range after irradiation. Of course,
as discussed above, this should be done at the end of thatioadcycles to minimize annealing effects.

VI. SINGLE-EVENT EFFECTSHARDNESSASSURANCETESTISSUES
A. Introduction

The harsh environments of space can induce single-evertteffSEE) in ICs. Both heavy ions and protons can
cause SEE. Heavy ions induce SEE primarily by depositinggehby direct ionization along the path of the ions.
Proton-induced SEE can be much more complex. The lineagegnensfer (LET) of protons is not high enough
to cause SEEs by direct ionization in most devices. Instpartpns induce SEE by generating secondary particles
with much higher LETSs, but with relatively low energies. 8Jshe secondary particles produced by proton-material
interactions can be emitted in any direction (i.e., in gahdhey do not follow the path of the incident proton).
These properties can lead to complex mechanisms for prdigh&d make hardness assurance testing difficult.

In memory circuits, information is stored at nodes in a ditcli a high-energy heavy ion or proton reaction
product strikes a circuit node, it can create sufficient ghan a transistor to change the state of the node and
cause false information to be stored. This type of failureximon-destructive or soft error and is known as a
single-event upset (SEU). A soft error can be corrected pyogramming the circuit into its correct logic state or
by restarting an algorithm in a central processing unit. theoclass of soft error is single-event functional intptru
(SEFI). A SEFI occurs when a device is switched into a nortianal mode, such as a test mode, a power-on reset
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mode, or some other non-functional state. No permanent gemesults, but the part may require a power reset or
reprogramming before functionality returns. The soft emate is normally specified in units of errors/bit-day. If
the error rate is too large, it can result in performance a@gtion of a system and potentially mission failure.

A class of single-event effect that is not correctable byagmmming is termed a hard error. Hard errors include
single-event latchup (SEL), snapback (also called sirrglesistor latch in silicon-on-insulator technology), fomt
(SEB), and gate rupture (SEGR). Latchup is a high currentition that results from parasitic thyristor (SCR)
action in 4-layer structures (e.g., CMOS ICs). Snapback égh current, low resistance condition that occurs
primarily in n-channel MOS transistors and is caused by hganization in the high electric field region near
the drain junction. Both latchup and snapback can be traghély large current transients created by the incident
particle. Once a circuit is “latched up”, large currents éamw, and remain unless the power supply to the circuit
is interrupted. Unless the power supply current is limitetchup and snapback can cause permanent damage to a
circuit. Single-event burnout can cause permanent danwaggolar power transistors and to power MOSFETSs. A
single-event gate rupture can occur as a single heavy iomatorp reaction product passes through a gate oxide,
permanently damaging or destroying the gate oxide. SEGRreamnly at high oxide electric fields, such as those
during a write or clear operation in a nonvolatile RAM otFROM, or in a high-voltage power MOSFET. SEGR
is caused by the combination of the applied electric field dnedenergy deposited by the ion.

There are a number of test guideline documents availableeitJtS. on single event effects (SEE) testing. These
include JEDEC Solid State Technology Association and ASThérican Society for Testing and Materials)
documents. JESD57 covers test procedures for the measuremsingle-event effects in semiconductor devices
from heavy-ion irradiation, JESD89 covers the measurewiealpha particle and terrestrial cosmic ray-induced soft
errors in semiconductor devices, and ASTM F1192 coverglatahguidelines for the measurement of single-event
phenomena (SEP) induced by heavy-ion irradiation of semdigotor devices. These documents do a good job at
defining the required procedures to follow for heavy ion SE&ihg, although one must be vigilant as new effects
are discovered that weren'’t anticipated in these documégently there are no JEDEC, ASTM, or Mil-Std
hardness assurance documents that specifically addrass [BBE testing.

To characterize single-event effects, the number of evsntseasured as a function of heavy ion linear energy
transfer (LET) or proton energy. For SEU, the number of evemoiuld be the number of bit upsets in a circuit.
For SEL, the number of events could be the number of timesaitiwas triggered into a latched high-current
state. The device SEU-sensitive cross section is simpbutated as the number of events divided by the particle
fluence. Heavy ion LET is varied by varying the ion and/or iteemy. The effective LET can also be varied by
changing the angle of incidence of the ion beam. As the angiectence is increased the path length of the ion
through the sensitive volume (the volume of charge demositiat leads to single-event effects) will increase. The
effective LET (LET.;) at an angle of incidence is given by

LET.;¢(©) = LET(0)/ cos(©). (3)

Heavy ion LET in the sensitive volume also depends on the aypkthickness of overlayers in the device and
the depth of the sensitive volume in the material. The edfeftpassing through various materials on LET can be
calculated. Most automated heavy-ion SEE test facilitiesvide for this calculation as a part of their dosimetry.
However, if the materials are not precisely known, it is besitto enter overlayer materials and thicknesses when
performing the heavy-ion characterizations, but ratheetord the incident LET at the device surface. Deconvolving
the LET at the surface from the LET calculated assuming wiffe overlayers and thicknesses can be extremely
difficult.

It has recently been shown that very energetic heavy iongjeaerate secondary particles by heavy ion nuclear
interactions with materials in an IC which can also lead toykd-event effects (both SEU and SEL) [49], [139],
[140]. The range of LETs of these secondary ions can vary Iwides a result, for instances where heavy-ion
nuclear interactions are important, the basic concept ofLIBT breaks down and one cannot generate a simple
SEU (or SEL) cross section curve versus ion LET for regionen@theavy-ion nuclear interactions dominate over
direct ionization [49], [140].
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Fig. 37. Single-event upset cross section vs. heavy ion kESandia 256-Kbit SRAMs with power supply bias voltage as rapater.

B. Single-Event Upset (SEU)

The single-event upset sensitivity of devices depends amgber of operating conditions, including bias voltage,
temperature, mode of operation (e.g., static vs. dynaraijle of particle incidence, and others. For accurate and
conservative estimates of error rates in a given applicatiod environment, it is important to ensure testing is
performed under the conditions that give the worst-case Bfsponse expected in the mission environment.

1) Bias Voltage:For the majority of devices, including standard bulk-silcCMOS devices, the worst-case bias
for SEU is the minimum power supply operating bias expeabedife device in the system application, because this
gives the minimum noise margin. Figure 37 shows an examptheoimpact of bias voltage on SEU cross section
in Sandia bulk silicon 256-Kbit SRAMs manufactured using.@-@m bulk silicon technology. As can be seen in
this figure, bias voltage can have a substantial effect on 8ields section, with minimum bias increasing SEU
sensitivity. Note that if devices are to be qualified for gahese or if the minimum operating bias for the system is
unknown, then devices should be characterized at the mmimperating bias as defined by product specification.
In general, system device requirements are the same ortigggest than product limits. It is possible that for some
device types, minimum bias does not give worst-case camditiFor previously uncharacterized device types (e.qg.,
bulk-silicon versus silicon-on-insulator devices), ohewd first determine the worst-case conditions for thaiaev
type. Once known, future testing of devices built in the sa@eehnology can be performed assuming the same
worst-case conditions apply. For insulating technologyiaks (e.g. silicon-on-insulator), it should be deterndine
that a high bias voltage condition does not represent a wais# condition due to parasitic bipolar gain effects.

2) Pattern/Vector Dependenc@&he irradiation pattern often used to test memory circgits liogical checkerboard
(CB), alternating by address and bit. Except for the all G'salb 1's pattern, a logical checkerboard is often the
easiest pattern to implement in a test algorithm. The usehg$ipal data patterns, i.e., patterns that are related to
the actual layout of the IC, rather than logical addressinggcommended where possible. These patterns can often
provide further insight into the SEU sensitivity of the téS{ and allow the experimenter to check that errors are
uniformly distributed. However, because layout informaatis generally proprietary to the IC manufacturer, it can
be difficult to implement physical data patterns. In someesataser error mapping can be used to determine the
logical to physical bit correspondence if such informat@amnot be obtained from the manufacturer.

Some devices, particularly dynamic RAMs and logic elemenswe a preferred soft error failure mode, with
either 0 to 1 or 1 to O transitions being more likely than thieeot The selected test patterns should consider this
possibility in their design. For SEU characterization whieere is no prior knowledge of pattern dependence, a test
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Fig. 38. Single-event upset cross section vs. heavy ion LEZ56-Kbit SRAMs tested statically and dynamically.

pattern that balances the number of Os and 1s (such as a dheafc:pattern) is recommended. Since all 0's and
all 1's patterns are easy to implement, it is also recommeéndeperform a quick check using all three patterns
(CB, 0's, 1's) first to determine if there is any SEU patterrpeledence before choosing a pattern for complete
characterization.

For application-specific integrated circuits (ASICs) orcroprocessors, the choice of test vector can be more
problematic, since there is usually not a well-defined “giefigpattern that can be used. For these devices, it is
highly desirable to use test vectors that closely approténtae system application that will be used on-orbit.
Failing this, test vectors that provide the most completeecage of possible failure modes are recommended to
avoid missing a sensitivity that might not be detected wétssl complete test vectors. Selection of test vectors for
ASICs therefore requires close coordination with the AS&3ign team.

3) Static vs Dynamic Characterizatiofior memory technologies, static testing is often used mraftithe ease
with which the test program can be written and the fact thminty issues from operating over long cables can be
alleviated. In a static memory test, the memory is writtera tgiven pattern, an irradiation sequence is performed,
and after the irradiation is complete the memory is read dmatked for errors. The problem with this method is
that if there are upset modes that only exist during dynarpération (for example, there are SEE-sensitive timing
windows only open during dynamic operation), these upsedevowill not be found. Also, if there is circuitry
only active during dynamic operation, sensitivities instlircuitry will also not be found. Finally, static tests giv
no direct indication of multiple-bit upset sensitivitynse timing information is compressed into a single bit error
map. Conversely, dynamic error maps can indicate (withéntilme resolution of consecutive error maps) whether
multiple bits are failing within a single time window.

Figure 38 shows SEU cross section curves for a 256-Kbit SRAKen using static and dynamic tests. Static
testing was performed as described above (write oncejatgdead once), while dynamic testing was performed by
writing the memory, entering a read loop through the meniag@agiating the device while still reading continuously
through the memory and counting errors. If errors are enevad during the irradiation, the failing bits are re-
written on the fly until the irradiation is complete. In thigsaenple, the output buffers of the SRAM were sensitive
to SEU, but were only exercised during the dynamic testsheosensitivity could not be detected during static
tests.

For many classes of ICs only dynamic tests can be performechuse there is no static mode of operation
possible. Of course, to fully characterize ICs in all thefedignt possible test conditions is often not possible
because of budgets and time constraints. For example, symmiis DRAMs may have many distinctly different
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Fig. 39. Single-event upset cross section vs. heavy ion ESandia 256-Kbit SRAMs with temperature as a parameter.

modes of operation. For this reason it is important to workhwihe end users to develop test conditions that
closely match actual system use conditions. Unfortunasitige part selection and radiation qualification are often
performed concurrently with system application developinasing real flight application software is usually not
an option.

4) Temperature:In general, SEU testing can be performed at room tempetadtloeever, if passive elements
have been designed into the ICs that are known to be tempesguasitive, any change in the operating temperature
could impact the SEU hardness. For example, lightly-dopssiicon feedback resistors are often used to improve
SEU hardness of ICs. Lightly-doped polysilicon resistoevén a negative temperature coefficient of resistivity,
with lower resistance values at high temperatures than @wmperatures. Thus, for polysilicon resistor-hardened
technologies, maximum system temperature is worst casH.[Hgure 39 shows an example of the impact of
operating temperature on SEU cross section in Sandia Hidkrs256-Kbit SRAMs. These SRAMSs use polysilicon
feedback resistors and therefore their SEU performanceadeg as temperature is increased. If one does not know
if temperature impacts the SEU hardness of a given IC, it isl@nt to perform some initial characterization as a
function of temperature to determine the worst-case opgra¢mperature for SEU.

Two basic techniques for performing SEU measurements attelé temperatures are placing the device or
subsystem under test within an enclosed temperature chiaattagpplying heat locally to an individual IC(s) using
resistive strip heaters. For example, an aluminum enabosontaining the device under test can be heated by
blowing air into the enclosure with a variable-temperatuseair gun. This method works for proton testing, where
the particles are able to penetrate through the enclosuteriaia Temperature gradients in such a setup can be
fairly large, and methods to characterize and maximize &atpre uniformity are important for repeatable results.
Alternatively, resistive strip heaters can be mountedatliyebeneath or on top of an IC package, although ensuring
good heat transfer to the device under test can be challgrdgpending on package/socket/board configuration.
An advantage of resistive heating systems is that they asireto control with temperature control units that
automatically adjust heater power based on temperatusosarputs.

In any event, accurate temperature measurements are kepeatable SEU testing at elevated temperatures.
Simply mounting a thermocouple to the test board can resulignificant temperature error. By mounting a
thermocouple directly to the device package, more accuretasurements can be obtained, but these still dont
directly correspond to the actual die temperature inside ghckage. One method for achieving accurate and
repeatable temperature measurements is to charactguiziediode forward voltage for a given current as a function
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of temperature. This can be done by placing the device in &alkieracterized oven before the test and measuring
the diode forward voltage as the oven temperature is vaBette the diode voltage is strongly dependent on the
die temperature, this method gives a sensitive measureofighe actual die temperature and can be performed
prior to the test, with plenty of time allotted for the devimestabilize at the oven temperature.

5) Device Preparation:The ranges of heavy ions from laboratory radiation sourcesnarmally small (tens
to hundreds of microns) compared to package dimensionssftire it is necessary to de-package ICs prior to
testing. For devices packaged in ceramic packages, it mgyobsible to remove package lids, while devices in
plastic packages require etching away the plastic mold cumg encapsulating the active IC die. Figure 40 shows
examples of integrated circuit packages prepared for h@avyesting. In the foreground of the photograph are
ceramic packages with the metal lids of the die removed twigeoaccess, while in the background are two
plastic-encapsulated devices that have had their mold comgpremoved by chemical etching. Once devices are
delidded, special care must be taken to ensure that theedeate not damaged before testing. For proton testing, de-
packaging ICs is not usually necessary since protons wighggrgreater thar-30 MeV are capable of penetrating
packaging materials. In fact, one of the advantages of prtsting is that quite often, subsystem-level testing can
be performed without exposing the component die locateidenthe subsystem. However, low-energy30 MeV)
proton testing requires that the die be exposed by de-paukagimilar to heavy ion testing.

6) Particle Energy:Single-event upset depends on the energy of both heavy rehpratons. For heavy ions, the
energy must be high enough such that the ion can penetrgbeedeegh into the active region of the semiconductor
with sufficient LET to capture all mechanisms that can lea&HtJ. Failure to do so can lead to erroneous results.
Note that if the mechanisms for SEU are not captured, evenifisignt overtests will not ensure part functionality
in space. The maximum energies of heavy ions achieved by grosind-based accelerators is generally in the
range of 1-100 MeV/u. However, as mentioned earlier heawg io space typically have peak flux between 100
and 1000 MeV/u and are usually only weakly attenuated byexgaft shielding. For some devices with moderate
to high SEU thresholds, high energy ions can also cause awicieeractions creating secondary particles that can
trigger SEU for incident ions with LETs below the apparentTLtireshold; whereas, lower energy ions may not
trigger SEU. Because of these effects, for any given LET,woest-case ion energy is the highest ion energy.
All heavy-ion radiation sources will provide users with trenge of ions in materials. The simplest method for
determining the depth of active regions, overlayer thislses, etc. is to contact the manufacturer. However, because
manufacturers are usually reluctant to give specifics ofcgefabrication, determination of depths of active regjons
overlayer thicknesses can often only be obtained from detste physical analysis of sample devices. The ranges
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of the ions used for heavy-ion characterization should ydaze much larger than the depths of the active regions.
Failure to ensure this can lead to erroneous results. Thisldhe done before selecting the radiation facility used
for hardness assurance testing. The ranges of ions oblkaifraln some radiation facilities are not sufficient for
ensuring that all failure mechanisms are captured. Thisfge@ally true for advanced IC technologies which can
have very thick overlayers of oxides and metals. As a gemrrata] we recommend testing at the highest energy
facility that is readily available.

Recently, an additional concern regarding high-energwyéans has been raised, namely, that of nuclear
interactions between high-energy ions and the materialatégrated circuits [49], [142]-[145]. Typically, SEUs
due to heavy ions are assumed to result from direct ionizataused by the release of electron-hole pairs along
the path of an energetic charged particle incident on a desidC. This is in contrast to proton and neutron SEU,
where upsets are attributed to ionization by reaction prtsd(e.g., spallation products and Si recoils) produced
indirectly by nuclear interactions between an incidentrgetic particle and the materials in the IC. In [142], Koga
theorized that for heavy ions with very low LE& (1 MeV-cn?/mg), upsets caused by nuclear interactions might
be observable if the threshold LET for upsets caused by tdiogdézation was high (for example, as would be
the case for SEU-hardened SRAMS). Several recent expeisni@®), [140], [143] support this mechanism, with
high-energy heavy-ion upsets observed for LETs below wpakars to be the direct ionization SEU threshold
LET as determined from low-energy experiments. While th& Slfoss sections for this mechanism are generally
low, it has been predicted that this mechanism could stilatségnificant contributor to on-orbit error rates [146].

Figure 41 shows the results of recent low- and high-energy $karacterization of a bulk silicon 128-Kbit
radiation-hardened SRAM [145]. Data were taken using lowrgy (~1-10 MeV/amu) ions at Brookhaven National
Laboratory (BNL) and high-energy (15-40 MeV/amu) ions akd® A&M University (TAMU). Data points with
a downward-pointing arrow indicate the upper bounds on tB& 8ross section for LETs at which no upsets
were actually observed. The SEU threshold LET of these SRAMssured using standard low-energy ions is
~28 MeV-cn?/mg. In tests at BNL, no upsets were observed below an LEF28 MeV-cnt/mg, including
repeated irradiations at an LET of 24 MeV-timg with a cumulative fluence for all parts tested in excess of
2x10° ions/cnt. These low-energy data indicate that if nuclear reactimuced upsets in this technology exist,
their cross section is less tharx 50~ cm? at LETs less than 27.5 MeV—é’rtmg. However, SEU data taken at
TAMU indicate upsets still occur in these SRAMs with higheegy ions down to an LET of 12 MeV-cifimg. In
fact, at an LET of 12 MeV-citimg the high-energy SEU cross section~igx10-% cm?, nearly a factor of ten
higher than theipper boundor the low-energy SEU cross sectiontaicethis LET! At an LET of 20 MeV-cmi/mg,
the high-energy SEU cross section is two orders of magnihigleer than the low-energy upper bound.

For LETs below the direct ionization upset threshold regibrtherefore appears that at least in some cases



SANDIA NATIONAL LABORATORIES DOCUMENT SAND-2008-6851P 42

high-energy ions can lead to higher cross sections tharelwvgy ions [49], [143], [145]. It is generally accepted
that this increase in SEU cross sections is attributableutdear reaction-induced upsets [140]. It appears that ion
energy effects will be very difficult to observe in commeld@EU-soft) devices because they are dominated by
direct ionization [49], [142], [143]. Even in hardened dm4, testing must be performed with very high fluences
(we suggest> 5x107 ions/cnt) of heavy ions to observe this mechanism.

Unfortunately, differences in SEE response with ion enehgg to secondary particles call many of our existing
concepts for testing, understanding, and analyzing SEEdoestion. For example, the usefulness of the primary
incident particle LET as a parameter against which SEU csessions are plotted will be dramatically reduced.
Because upsets may be caused by secondary particles whitbriig T than the primary incident ion, plotting such
secondary particle upsets against the incident ion LETrigelg meaningless. In addition, the concept of effective
LET breaks down as secondary particles don't follow an isgezosine law based on the angle of incidence of the
primary particle. Finally, many error rate prediction nmdk are implicitly based on charge deposition along path
lengths of a primary ionizing particle passing through as#tere volume. New methods based on an understanding
of nuclear reaction cross sections will be required for sasbere such reactions are important [144]. Testing at
energies both above and below that required for nucleatiogacwill likely be required to further refine these
models [144].

For protons, the incident proton energy is the primary p&tamthat is varied when measuring the device upset
cross section. Since for most ICs proton SEU is dominatedhthyect ionization, the incident proton energy is very
important since it determines what nuclear reactions mkg dace, their relative frequency, and the energy (and
hence LET) of the secondary particles produced. High-gnprgtons can produce reaction products with higher
LET than low-energy protons, and therefore it is importanpéerform proton testing at high enough energies to
replicate the reactions expected to be observed in spag®@ements. The maximum energy of protons encountered
in the natural space environment is about 400 MeV. We recamdntieat whenever possible, proton SEU testing
be performed using at least 180-200 MeV protons [147]. mgsshould start at the highest proton energy to be
evaluated and then at sequentially lower proton energiegbtain a complete upset cross section curve versus
proton energy. This is because for the same fluence, thedot® deposited by high energy protons is less and
high energy protons create less displacement damage thaenergy protons. If the proton energy is lowered by
degrading the energy of a high-energy beam line, protonggnéispersion effects (straggle) must also be taken
into account. These effects can become significant as beamyeis degraded by factors of three to four or more
and may result in erroneous results (i.e., the uncertamtyé proton energy is too large to accurately determine
the SEU cross section versus proton energy).

7) Particle Fluence:The particle fluence used for SEU testing is generally driverihe sensitivity of the part
being tested, with sensitive parts requiring low fluencedomplete testing while SEU-resistant parts may require
high fluences to achieve statistically meaningful resuiitsossible, the particle fluence should be adjusted to abtai
a statistically significant number of upsets (e.g., 100 tgpfe a 1M-bit SRAM) for any given irradiation condition.
Often, a minimum number of upsets of 100 is used becausedhiesponds to a statistical uncertainly of about 20
percent with a 95% confidence level. The flux may also have tadpested to ensure that the tester can respond
quickly enough to the observed upsets, particularly if tegick is operating dynamically during irradiation. In
addition, the aggregate total dose accumulated during SEWacterization may cause device functional failure
and may affect the measured upset cross section. Howeigistmuch less of a problem for heavy ions than for
protons (discussed below). For most test conditions, angivial dose of heavy ions has considerably less effect on
device radiation-induced degradation as the same tot& dbprotons. This is a result of the differences in charge
yield between protons and heavy ions. If the SEU cross sediahe device under test varies with total dose,
multiple devices may be required to obtain a complete andrate SEU cross section versus proton energy curve.
SEFIs can cause significant dead times (times during whield#vice sensitivity cannot be measured but during
which the particle beam is still incident) and particle floerreceived during this dead time must be subtracted
from the total fluence to the device when determining the Teetion.

8) Angle of Incidence:The impact of angle of incidence is considerably differeetween heavy ions and
protons. To vary heavy ion effective LET, the angle of incide is often varied because this is easier and faster to
do than to change the heavy ion energy or species. Care mtakdre to ensure that the sides of device packages,
package wells, etc. do not shadow the incident ion beam. @dnisbe done visually if laser light is used to align
the ion beam onto the device (e.g., as is done at Brookhatamdem van de Graaff). Heavy ion shadowing effects
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Fig. 42. Effective LET normalized to zero-angle LET for agmjistrikes to Sandia’s CMOS6 technology. (After [148].)

can also be inferred by plotting error maps that show the iphlbcation of errors observed in the particle beam.
For ICs with a high degree of regularity in device layout sas memories), the observed error map should show
a uniform distribution of errors throughout the device. AKaf errors in one section of such a device is a strong
indicator of device shadowing. The concept of effective L&&h also break down due to geometric arguments at
high angles of incidence [148]. This is illustrated in Figut2, in which the effective LET (normalized to zero
angle) as predicted by the effective LET inverse cosine lRpwldtted along with 3D simulation results for Sandia
CMOS6 SRAMs. As can be seen in this figure, the inverse coainelerestimates the effective LET predicted by
by detailed 3D simulations. This is often seen in experi@eBEU cross section data as high-angle data points that
fall well below the expected curve, and discontinuitiesha tross section curve as the ion beam is changed from
large angles to normally-incident beams with similar LE®cBuse of this it is usually best to limit the concept of
effective LET to a maximum angle of incidence of 45 degrees.

For most devices, proton angle of incidence does not havgrifisant effect on SEU cross section. Because
secondary particles generated by proton/material intieres=have relatively low energies, the range of the seagnda
particles can be much smaller than the depth of the SEU sensitlume. Therefore, almost all of the charge
deposited by secondary particles produced in the sensititene may be deposited within the sensitive volume,
regardless of the angle of incidence, and the SEU crosogsatiy be relatively independent of angle of incidence.
However, this may not be true for all device structures (siticon-on insulator structures with very shallow seisit
volumes). Therefore, it is recommended that for protonseastl a quick characterization as a function of angle
(including grazing and back-side irradiation) be perfodnte ensure that the part is not angle sensitive. This can
be done at a single proton energy (e.g., the maximum enegyy fas characterization, where proton energy losses
are minimal).

9) Total Dose Effectsit has been shown that the SEU sensitivity of some devicedbeategraded by exposing
them to total ionizing dose [149]-[154]. This is illustrdten Figure 43 [149], which is a plot of the SEU cross
section for 4AM SRAMs irradiated with 35.4-MeV protons vesdiotal dose. The cross section was determined
from the incremental number of errors divided by the incretakefluence at each radiation level. These results
show that the proton-induced SEU hardness of ICs can befisigmiy affected by total dose. For the total dose
range examined, the upset cross section increases exjaiyenith total dose. The cross section increased from
7.9x107° cn? at a total dose of 1.1 krad(SiPto 4.7x 108 cn? at a total dose of 35.5 krad(SipD

For older technologies with relatively thick oxides, thesebved increased SEU sensitivity has been attributed to
ionizing radiation-induced imbalances in the threshollfages of the transistors within the memory cell [152]. The
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magnitude of the radiation-induced threshold voltagetsitian be considerably different for ON and OFF biased
transistors, leading to large imbalances in the thresholthges. This mechanism is not expected to be a major
problem for most present-day technologies that have venyghte oxides in which there should be no significant
amount of radiation-induced charge buildup. For thesenteldyies (specifically for SRAMS), it has been suggested
that the enhanced SEU sensitivity with total dose is coasistith radiation-induced currents originating in the
memory cells affecting the output bias levels of bias leveft Tircuitry used to control the voltage levels to the
memory cells and/or due to the lowering of the noise margirindfvidual memory cells caused by radiation-
induced leakage currents [149]. In addition, all SRAMs tehowed an enhanced SEU sensitivity, also showed
a radiation-induced increase in the static power suppligdga current [154]. Thus, it may be possible to screen
SRAMs for enhanced SEU sensitivity with total dose by maiitp changes in the static power supply leakage
current with radiation. For other device types, the optimpamnameter that needs to be monitored with irradiation
may be different than the static power supply leakage ctirren

This correlation between total dose degradation and SEWitséty has important implications for space ap-
plications where the total dose is due to either electrongrotons. From a hardness assurance perspective, it is
important that devices that exhibit this type of enhancetd SEnsitivity with ionizing dose be SEU characterized
at the maximum total dose level expected during missiotitife.

The first step in a hardness assurance test program shouddeg¢ermine via characterization testing whether or
not a device exhibits a correlation between total dose diedian and SEU sensitivity. To determine this, total-dose
irradiations can be performed by irradiating devices usdmg60 gamma rays, X rays, electrons, or protons prior
to proton or heavy-ion SEU testing. If protons are used, saimuld be taken to ensure that the proton energy
is below the SEU proton threshold for the devices to previeatdevices from changing bias states. It has been
shown that the SEU sensitivity will depend on the irradiatidas configuration [154]. For example, the worst-case
response for an SRAM could be with the device irradiated dratacterized with the same pattern written to the
memory array or with the devices irradiated with one pattard characterized with the complement pattern. This
is illustrated in Figure 44 [154]. This figure is a plot of th&$ cross section versus total dose for commercial
SRAMSs. All total-dose irradiations were performed with seckerboard pattern written to the memory array. The
SEU cross section was measured with either a checkerboardegkerboard complement pattern. The data show
that the effect of total dose on SEU cross section dependagdyr on the pattern written to the memory array
during irradiation and SEU measurement. For these deviogdest conditions, the memory pattern written to the
memory array made more than two orders of magnitude difterém cross section at the highest total dose level.
In addition, the time between total-dose irradiation andJSHaracterization should be kept as short as possible
to minimize possible room temperature annealing effeats.dfoton SEU characterizations, total-dose irradiating
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devices with protons can easily meet this condition. Foviréan SEU characterizations, this condition may be
difficult to meet for heavy-ion facilities without availabtotal-dose facilities.

If hardness assurance qualification needs to be done onedatiat show increased SEU sensitivity with ionizing
dose, the irradiations prior to SEU characterization sthénel conducted using the irradiation conditions that bound
the total dose degradation expected in the system envinstikis can be done by following the basic principles
of TM 1019 (see section II-A). As specified by the first phas@bf 1019, the devices could be irradiated using
worst-case bias conditions to the maximum total dose at sematel dose rate of 50 to 300 rad($)3. Of course
this part of TM 1019 is a conservative test for parametric wicfional failure due to radiation-induced oxide-
trapped charge buildup, which can induce increases ircgtativer supply leakage current. As such, this phase of
the test will bound the radiation-induced increase in statiwer supply leakage current at moderate- to low-dose
rates. However, as indicated above, this phase of TM 101@dsvik to be overly conservative for estimating the
response of the device and thus the method allows one torpedatended room temperature anneals to better
estimate the parametric performance of devices at low datss [65]-[67]. The time for room temperature anneals
is limited to the maximum time calculated by dividing theaoibnizing dose specification for the devices by the
maximum dose rate for the intended use. Following the roonperature anneals, the SEU response of the device
can then be evaluated.

Extreme caution must be used if devices are subjected toettend phase of TM 1019 (rebound test) prior to
SEU characterization. While there may be some device tyipaishave a total dose sensitivity due to variations
in interface-trap buildup affecting SEU hardness, to d#te, total dose sensitivity for present-day SRAMs has
been related to increases in static power supply leakagerduFFor MOS devices, increases in static power supply
leakage current are due to radiation-induced increaseside-¢rapped charge. The part of TM 1019 which bounds
the degradation due to the radiation-induced buildup odl@xrapped charge is phase one. The elevated temperature
anneals associated with phase two can significantly "oveeal the amount of oxide-trapped charge compared to
what could be observed in the actual application and hemeatly underestimate the increase in radiation-induced
power supply leakage current even at low dose rates. Threraialess it is known that the total dose sensitivity is
due to the radiation-induced buildup of interface trapss tighly recommended that devices be subjected only to
phase one of TM 1019 prior to SEU characterization.

A second option is to just irradiate the devices using thestwoase bias condition at low-dose rate before SEU
characterization. While the exact rate to use is not knowreagsonable dose rate might be less than or equal to
10 mrad(SiQ)/s. This is the dose rate required to test bipolar devicast right have ELDRS. While there are
currently no data available on the impact of total dose on3BE& sensitivity of bipolar devices, it is known that
the enhanced degradation (due to ELDRS) appears to saairdtese rates below approximately 10 mrad(I©
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[93]. For MOS devices, this dose rate also seems reasoralidestill significantly higher than the rate expected
for most space applications and if increases in static paupply currents are observed at 10 mrad($jGhey
will most likely exist at even lower dose rates.

C. Single-Event Latchup

One of the most problematic single-event effects is simgient latchup (SEL) [155]. When a latchup occurs, the
latchup state can be cleared only by removing power from #wcd. SEL can also lead to destructive IC failure.
As a result, many systems cannot tolerate even a singleulatshmay require latchup circumvention (e.g., current
limiting and/or fast reset capability) if there is a poshipiof latchup. Thus, it is critical that hardness assugnc
tests for SEL be capable of accurately determining IC su#ilify to single-event latchup. While many of the
same parameters are important for SEL as for SEU, some df frerameters have different (or even the opposite)
effect for single-event latchup. SEL testing should be guened as described below to evaluate the probability of
observing a latchup during system use.

1) Operating Bias: The effects of bias on proton and heavy-ion induced SEL haenbkexplored in detail
[155]-[157]. Based on these works, it is well known that therst-case bias condition for both heavy-ion and
proton-induced SEL is the maximum power supply voltagesTsiillustrated in Figure 45, which is a plot of the
SEL cross section versus bias voltage for 4AM SRAMs with a mainbperating voltage of 3.3 V irradiated with
105-MeV protons. As the voltage is increased from 1.5 V to\B fhere is approximately a three order of magnitude
increase in the latchup cross section. SEL testing shodretbre be performed at the maximum operating bias
expected for the system. Note that if devices are to be qealfir general use or if the maximum operating bias
for the system is unknown, then devices should be charaeteat the maximum operating bias as defined by the
product specification. In general, system device requirgsnare the same or less stringent than product limits.

2) TemperatureThe effects of temperature on proton and heavy-ion induéddttave also been reported [155]—
[159]. The worst-case temperature for both heavy-ion amdoprinduced SEL is maximum system temperature.
Figure 46 is a plot of the latchup cross section for SRAMs me=s at 28C (room temperature) and at 85.

For these SRAMs, the SEL maximum cross section is much high&>C than at 23C (three to four times
higher at the highest proton energy). SEL testing shoultetbee always be performed at the maximum operating
temperature expected for the system. Note that if deviced@mbe qualified for general use or if the maximum
operating temperature for the system is unknown, then devdbould be characterized at the maximum operating
temperature as defined by product specification. Systentelegguirements are usually the same or less stringent
than product limits.
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Fig. 46. SEL cross section versus proton energy for SRAMsacherized at temperatures of 25 and 85 (After [157].)

3) Device Preparation:Device preparation for SEL testing is essentially the sasdoa SEU testing, with
delidded packages necessary for heavy ion tests and usimliyecessary for proton tests. Because of the strong
dependence of SEL on temperature, however, it is absoletdgntial that testing be performed at the maximum
system temperature. The device package and whether protdmsavy ions will be used play a role in choosing
how to heat the parts during SEL testing. For dual-inlinekpges (DIPs) and many flat-pack packages, it may be
possible to sandwich a resistive heater strip between thkaga and the test board, while pin and ball grid array
packages may require heating from the top side of the paclkageheavy ion testing, the necessity to leave the
die exposed presents an additional constraint on the lyesdtup.

4) Particle Energy: Issues surrounding incident particle energy for SEL tgstine similar to those for SEU
testing. As for SEU, as a general rule we recommend testitigeathighest energy facility that is readily available
(proton or heavy ion). For heavy ions, the primary concerarisuring the heavy ion energy is high enough such
that the ion can penetrate deep enough into the active regitime semiconductor with sufficient LET to cause
SEL. This is especially critical for SEL, since the sensitiwolume for SEL is generally believed to be deeper than
for SEU, and because charge conduction and collection freap dvithin the substrate plays a role in initiating
latchup [155].

For protons, it has recently been shown that the probalfiybserving SEL during proton SEE testing can be a
strong function of the proton energy used for testing [19Tijs is clearly illustrated in Figure 47 [157]. Figure 47
is a plot of the SEL cross section as a function of proton gnfmgSRAMs manufactured by different commercial
vendors measured at 85. As illustrated in the figure, the SEL threshold and crosgi@e is a strong function
of the proton energy and can vary significantly between dsvicanging from SRAMs with low SEL thresholds
and high cross sections to SRAMs with high SEL thresholdslewdcross sections. In fact for vendor D and E
SRAMSs, the minimum proton energy required to observe SEL 2&& MeV and 495 MeV, respectively. These
proton energies are higher than the energies available ay pr@ton test facilities (typically between 60 and 200
MeV) used in the past to evaluate the SEL response of ICs. Hawe&apped protons in Earth’s radiation belts
can have energies as high as 400 MeV [118] and galactic pgatan have energies as high as 1 GeV. Thus, for
systems where latchups cannot be tolerated, latchup gestiould be performed using protons with energies at
least equal to the maximum proton energy of the system emwiemt. Although the proton fluence levels required
to observe latchup in vendor D and E SRAMs would be much higiien obtainable in most systems, if many
of these SRAMs were used in a system, in aggregate, the tata$ cection would be much higher and could
result in realistic latchup probabilities for some spaceirenments [160]. Conclusively excluding the possibility
of latchup in such systems would require irradiating SRAKIstll higher fluence levels, probably necessitating
the characterization of many SRAMs to avoid total dose daagndividual SRAMs.

These results strongly suggest that proton SEL hardnessaage testing should be performed at the maximum
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Fig. 47. Latchup cross section versus proton energy for fifferdnt SRAMs. SEL measurements were taken at a temperatfud5 C.
(After [157].)

proton energy of the system environment. However, if no@rdest facilities are available with proton energies at
least equal to the maximum proton energy of the system emviemt, SEL testing may be performed using heavy
ions with LETs greater than those expected from nuclearilsezgenerated by proton interactions. Remember that
protons induce single-event effects through the generaticecondary particles with much higher LETs than those
of the protons themselves. The maximum LET of secondanjciestgenerated by proton-silicon interactions is
approximately 11 MeV-cAimg [161]. However, nuclear scattering cross section daticuns for proton collisions
with three high-Z materials (Cu, Ti, and W) common in manyser&-day high-density ICs show that secondary
particles have a maximum LET of approximately 34 MeV2émg for 500 MeV protons [157]. These data would
suggest that if no SELs can be induced by heavy ions with LEStv@~40 MeV-cnt/mg, no SELs should be
observed in a proton environment. Of course, as new high-#enats are incorporated into technologies, nuclear
scattering cross section calculations will need to be wgatitd ensure that no secondary particles with higher LETs
can be generated. If no heavy ion SEL is observed at an LET d#idg-cm?/mg, no further testing would be
warranted and the device can be considered to have passede§&itements. If heavy ion SEL is observed for
LETs below 40 MeV-criymg, proton SEL testing will be required if it is still desitéo use the part in a proton
environment.

5) Angle of Incidence:Because proton-induced single-event latchup is typicedlysed by the generation of
higher-LET secondary particles that can be emitted in a#adions and have relatively low energies (penetration
depths), the effect of angle of incidence can be considgrdifferent for proton-induced SEL than for heavy-
ion-induced SEL. For heavy ions, the angle of incidence cavdried to increase the effective LET, similar to
heavy-ion-induced SEU. As before, care must be taken torerikat the sides of device packages, package wells,
etc. do not shadow the incident ion beam. In addition, theaisgngled irradiations can exacerbate the issue of
insufficient ion range to probe the SEL sensitive volume. & cross section should follow roughly a 1/00%(
dependence. If the SEL cross section follows this deperedantow angles of incidence, but significantly drops
at higher angles of incidence, this is a good indication #etdowing effects are blocking the beam or the heavy
ion range is insufficient.

For protons, the effect of angle of incidence on SEL crossiceds illustrated in Figure 48, which is a plot of
the SEL cross section versus proton energy for SRAMs irtadiat a temperature of 76 at angles of incidence
of 0 (normal angle) and 85 (grazing angle) degrees [162].akheproton energy, the SEL cross section is larger
for an angle of incidence of 85 degrees than for O degrees. difierence in SEL cross section between 0 and 85
degrees varies with proton energy. In fact, recent data ghatvat proton energies above 400 MeV, the angular
dependence of proton SEL disappears. The difference in 3&scsection between low and high angles could
easily affect the probability for detecting a latchup. Bh®s nuclear scattering calculations combined with 3-D
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device simulations, it has been suggested that the mechdoisthe effect of angle of incidence on SEL hardness
is a consequence of the LET and range distributions of sesgridns produced by proton-material interactions,
coupled with an increase in SEL sensitivity (decrease in ItiF€shold) as angle of incidence is increased [162].

At high proton energiesX400 MeV), testing needs to be performed at only one angle @flémce (typically
with the proton beam at normal incidence to the device sarf@alegrees). If testing is to be conducted at energies
between 180 and 400 MeV, devices should be tested at a grazglg of incidence between 80 and 90 degrees and
at normal incidence. At proton energies below 400 MeV, thebpbility for SEL can greatly increase as the angle
of incidence is changed from normal to grazing angle. Howewecause of energy losses as protons traverse the
sides of packages, test fixtures, etc., testing should ageebformed at normal incidence as an additional check.

6) Particle Fluence:The particle fluence used during SEL testing must be suffidierestablish with a high
statistical confidence the probability that the device willwill not latch up in the intended system, especially
since SEL has the potential to cause catastrophic failul€®f This fluence is dependent on system application.
Although there is no strong evidence that either proton @vidon-induced total dose or displacement damage
has a significant effect on SEL, total dose induced by higbrite irradiations may increase the static operating
current of the device to prohibitively large current valyes even cause functional failure). If continued device
characterization causes prohibitively large increasesdtic current, multiple test devices may be required talrea
the target fluence. If the SEL cross section is being chaiiaetg the SEL cross section at the end of testing should
be compared to the initial cross section to ensure that tegeasting has not changed the SEL cross section with
accumulated total dose (fluence).

7) Latchup Characterizationideally, a latchup test should allow for both functionaltieg and current mon-
itoring. Some parts are known to show only small increasesuiments and without functional testing it may be
difficult to detect such “microlatchups”. Functional testn also be used to detect single-event snapback in SOI
devices, where the increase in static power supply curi@mbe small. By examining vector maps and by recycling
the power supply, single-event latchups (and single-eseapback) can be distinguished from single-event upsets,
single-event functional interrupts, etc. The large terapge dependence of latchup can also be used as a diagnostic
aid to ensure that observed high-current states are trudytalatchup and not some other condition such as a bus
contention issue. For cases where functional testing igpraattical, devices can be characterized in their preferred
power-up logic state, i.e., they do not have to be writtern\aitspecific pattern prior to exposure. For this case, the
power supply current must be continuously monitored duniragiation. When the power supply current increases
to above a preset limit a latchup is recorded. To measureluptcross section, multiple latchups must be recorded
as a function of ion fluence. To measure multiple latchupey af latchup is first recorded, the power supply voltage
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must be quickly removed for a short period of time (e.g., ).®<lear the latchup state, the power supply voltage
must be reapplied, and the latchup test can be continuede (that one must account for this dead time when
determining the effective SEL cross section at a given iof.L&so, to keep the dead time correction small the
time between latchups should be much longer than the timedehosen for removing the bias.) The preset
limit should be set to a current10% above the static current for the device. Note that thiseati can change
with temperature and total dose. As a result, it may have tadyested as testing continues or if the operating
temperature is changed. In addition, to avoid catastroghidce failure caused by repeated latchup testing, the
device current should be limited to a safe operating valuiéurictional testing is not possible at the test site, it
is recommended that functional testing be performed psdtib ensure that the devices are still functional after
irradiation and that the data are valid.

D. Single-Event Burnout and Single-Event Gate Rupture

Destructive SEE can occur in devices where high electriddi@lxist across oxides or doping junctions. For
example, the high electric fields often present in power MBPBS-and nonvolatile memories during write operations
and the device geometries of power MOSFETs make these davioee susceptible to SEB (power MOSFETS) and
SEGR (power MOSFETs and nonvolatile memories) than stan@MOS devices. Typical operating voltages for
CMOS devices, for example, are low enough to preclude therebace of SEB/SEGR in these devices [163], [164].
However, since there are exceptions and destructive é&gilhave serious system-level implications, it is important
to note that sudden permanent increases in current or funadtfailures may signal the occurrence of SEB/SEGR
in any device type and should not be taken lightly. Althou@B3nd SEGR due to protons and neutrons have been
reported, these effects are most commonly observed in hieavgnvironments. In this document, we primarily
concentrate on heavy-ion-induced SEB and SEGR in poweceégvi

Typical SEGR data taken for vertical power MOSFETSs include ¢ritical gate (and sometimes drain) field to
dielectric breakdown as a function of LET [165]. Note thatdese SEGR is a destructive event, obtaining such
data requires that many devices be destroyed during therimqrg. Semi-empirical expressions that relate the
voltage threshold for SEGR as a function of bias conditiangde thickness, and incident heavy ion LET have
been developed for specific devices and fit measured SEGRvdatavell [165], [166]. Typical SEB data taken
include the critical drain voltage to burnout as a functi6h.BT. One fortunate difference between SEB and SEGR
is that non-destructive test procedures exist for SEB. kample, a load resistor attached to the drain of a power
MOSFET can provide current limiting and prevent destret®EB [167]. Current pulses at the source can be
counted as SEB events and the SEB cross-section can be awueatigely obtained as a function of either the
drain voltage or the particle LET.

1) Operating Bias:SEGR occurs when the transient gate dielectric field folhgnan ion strike exceeds a critical
value and the gate dielectric becomes permanently dam®&gedictably, then, the static operating bias on the gate
oxide is of prime importance to SEGR susceptibility. In izt power MOSFETS, the drain bias also plays a
role in SEGR, as the drain bias applied to the substrate canabeferred by the highly conductive heavy ion
path to the vicinity of the gate dielectric, further incrimgsthe transient electric field across the gate dielectric.
The response due to the electric field directly across the aknown as the “capacitor response,” while the
response due to the drain bias on the substrate is known dsuhstrate response” [168], [169]. Increasing the
drain voltage decreases the gate voltage at which SEGR enadikfor a given heavy ion. A simple relationship
gives the capacitor response dependence of the SEGR Icfigilchon the intrinsic oxide breakdown field (in the
absence of a patrticle strike) and the heavy ion LET [170]:

Ecr = Ey/(1+ LET/B), 4)

where K is the intrinsic oxide breakdown field and B is a fitting paréeneA slightly more involved equation has
been developed that also includes the dependence of the 8it€dhold gate voltage on the applied drain voltage
[166]. Figure 49 shows a plot of the inverse of the criticaldexelectric field necessary to produce SEGR as a
function of heavy ion LET [163]. Fits to the data based on theation above are shown as straight lines. Note
that as the oxide thickness is decreased, the inverseatfiitidd to SEGR for a given LET decreases, implying that
thinner oxides have an increased SEGR tolerance.
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Fig. 49. Critical oxide electric field for SEGR as a functiohheavy ion LET for several different oxides (After [163].)

SEB results in power MOSFETs when avalanching occurs in itje &lectric field region near the drain of the
power MOSFET [171]. In an n-channel power MOSFET, electrganerated by an ion strike impact ionize in
the high drain field, producing more electrons and holes. Atles must be removed by the p-body region, but
as they leave they generate a voltage drop in the body rebiminforward biases the drain/body junction. This
junction forms the emitter/base of the parasitic npn biptiansistor inherent to n-channel power MOSFETs. As
the drain/body junction becomes forward biased, the p#rdspolar turns on, generating yet more electron current
into the drain field region that can cause further impactzation. As this regenerative process continues, the
MOSFET can enter a thermal runaway condition, eventuadigitey to the burnout of the device. As with SEGR,
this procedure is predictably worsened as bias (in this,ahsedrain voltage) is increased.

SEGR and SEB testing should be performed at the maximum tpgraias expected for the system. For
nonvolatile memories, this is the maximum bias during aevoiperation. For power MOSFETS, this is the highest
gate-to-source voltage, 4, and highest drain-to-source voltagep ¥/ for SEGR testing (source grounded) and it
is the highest V¢ for SEB testing. For other device types it will be the maximoperating voltage. Note that
if devices are to be qualified for general use or if the maxinaarating bias for the system is unknown, then
devices should be characterized at the maximum operatiag d8 defined by product specification. In general,
system device requirements are the same or less stringamiptioduct limits.

2) Temperature:SEGR is known to have little, if any temperature dependeh68][ [172]. On the other hand,
SEB sensitivity is known to decrease as temperature isdam@narily because impact ionization is reduced with
increasing temperature [173]. For these reasons, SEGRERBd&Sting are usually performed at room temperature,
although it could reasonably be argued that SEB testingldhmperformed at minimum expected system operating
temperature.

3) Device Preparation:Because the ranges of heavy ions from laboratory radiatonces are normally small
compared to package dimensions, it is necessary to de-gadkis prior to testing. This includes commercial
devices in plastic packages. Because devices are deliddedial care shall be taken to ensure that the devices are
not damaged before testing. As for SEU and SEL, it is genenalt necessary to de-lid devices for proton-induced
SEB or SEGR testing.

4) lon Energy: The ion energy must be high enough such that the ion can pé@edeep enough into the
active region of the semiconductor with sufficient LET to &ap all mechanisms that can lead to SEGR or SEB.
Failure to do so can lead to erroneous results. Note thatifmlechanisms for SEGR or SEB are not captured,
even significant overtests will not ensure part functidgdh space. The impact of ion energy on SEGR in power
MOSFETs has been fairly extensively studied [169], [174]/9]. In these works, it was shown that ion energy
plays a strong role in the substrate response of power MOSFHTe primary concern is that the ion energy must
be high enough to ensure that the incident particles not pas through the gate oxide of the device, but also
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that they deposit charge through the full epitaxial regiod &to the heavily doped substrate. This is necessary
because the charge track plays a crucial role in transfettie substrate (drain) bias up to the region near the
gate oxide [174]. Insufficient ion range will underestiméite substrate response. However, total penetration of
the epitaxial region by the test ion does not by itself ensurgorst-case condition, as the important parameter
appears to be total charge deposition within the structstid, total penetration of the epitaxial region appears to
be a necessary, if not totally sufficient, condition for aate SEGR hardness assurance. Follow-on work in [169]
seemed to suggest that the atomic nhumber of the incidentadrabmore direct influence than ion energy or LET
on the capacitor response. Today it is generally acceptdtiaximizing charge deposition throughout the device
structure will result in worst-case conditions [175], [).7A detailed analysis of ion ranges and energies using the
SRIM code has been performed to predict the worst-case ierggrior SEGR and incorporated into a suggested
test protocol for vertical power MOSFET devices [177]. Thistocol can be used to choose the worst-case test
energy for a given incident particle for such devices. Theralso some indication that SEGR may increase with
ion energy for a given LET in capacitors [178]. As a generd,rmaximizing LET while maximizing ion energy
will be close to worst case.

5) Angle of Incidenceit has been known from early on that angle of incidence hadfanteon SEB and SEGR
sensitivity. However, unlike SEU, where sensitivity islieased with angle of incidence through the effective LET
cosine law, both SEB and SEGR are worst-case for normadiyiémt particle strikes [163], [168], [172]. Therefore,
SEGR and SEB characterization should be performed at nanuigience.

6) lon Fluence: The ion fluence used during hardness assurance testing msifficient to establish with a
high statistical confidence the probability that the dewidk or will not experience SEGR or SEB in the intended
system(s). This fluence is dependent on system applicaditmough there is no strong evidence that either ion-
induced total dose or displacement damage has a signififfeot en SEGR or SEB [168], total dose induced by
high-fluence ion irradiations may increase the static dpegacurrent of the device to prohibitively large current
values (or even cause functional failure). If continuedice\characterization causes prohibitively large increase
in static current, multiple test devices may be requirecetich the target fluence. If the SEB cross section is being
characterized, the SEB cross section should be comparée tmitial cross section to ensure that repeated testing
has not changed the SEB cross section with accumulateddosal (fluence).

7) SEGR CharacterizationSEGR characterization is easily performed by monitorirggdhte-to-source current,
las, for power MOSFETs and the static supply currentplfor nonvolatile memories. For other device types,
monitoring the static supply currentph, and checking device functionality may provide indicasoof SEGR
sensitivity. SEGR is normally a destructive event and tssul significant increases to the device current at very
low voltages. As a result, if SEGR occurs, the device is oftetonger usable. However, for some thin oxides, “soft
breakdown” is observed, where the current increase is muelier and the device or IC may actually still function
properly but at an increased current level [179]. Becaus€FSEs usually destructive, it is extremely difficult to
measure a cross section curve for SEGR. However, since streghic failure due to SEGR could result in mission
failure, usually SEGR cannot be tolerated and hence it ismpbrtant to obtain a complete cross section curve.
Instead, mapping out the voltages and particle LETs at wBEEBR becomes a possibility is usually sufficient.

8) SEB CharacterizationSEB characterization is performed similarly to SEL testimgmonitoring the &g
and the drain-to-source currentd, for power MOSFETSs. These currents must be continuouslyitorea during
irradiation. When either current increases to above a piasié an SEB event is recorded. To measure an SEB
cross section, multiple SEB events must be recorded as &idaraf ion fluence. To measure multiple SEB events,
after a current spike is first recorded, all voltages must tnekily removed for a short period of time (e.g., 0.5 s)
to clear the SEB state, the voltages must be reapplied, an@HEB test can be continued. (Note that one must
account for this dead time when determining the effectivd8 SEoss section at a given ion LET. Also, to keep
the dead time correction small the time between SEB evemtsigtbe much longer than the time period chosen
for removing the bias.) The preset limit should be set to aenirl0% above the static drain-to-source current for
the device and to a current well above the static gate-toesocurrent (preset limits of microamps are generally
sufficient for the gate-to-source current). To avoid catgdtic device failure caused by repeated SEB testing, the
device current should be limited to a safe operating vallns & usually achieved by attaching a current-limiting
load resistor to the drain of a power MOSFET [167]. The resishlue must be high enough to prevent either
destructive burnout or non-destructive (but permanent)atse.
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VIl. CONCLUSION

Hopefully this document has given the reader the necessarkgioound to understand the basics of radiation

effects hardness assurance testing. Specifically, we'deeaded: 1) What radiation environments a system might
encounter in space. This is important for understandingt wpacific radiation tests might be needed to assure the

performance of a system in a particular orbit. 2) What latosyaradiation sources are available. Combined with an

understanding of radiation environments, this helps toeustdnd what sources might be used for a radiation test
campaign. 3) A brief description of how radiation interagith electronic devices. This section helps set the stage

for how devices respond to different types of radiation. 4fedv general test considerations of which the radiation
hardness assurance engineer should be aware. 5) The nitityyetptails of the impact of various test parameters

on total dose and single-event effects device responseseTthetails really get to the heart of what the reader may

find in a test protocol, and why they're there. Our hope is,thaned with this information, the reader is able to
understand how testing is done, how to interpret a test tepat determine if it was a valid test or not, and what
considerations to think about when specifying a test regquént for a system.
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